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The expanded fifth edition of Environmental Hazards provides a balanced overview of all the major
rapid-onset events that threaten people and what they value in the twenty-first century. It integrates
cutting-edge material from the physical and social sciences to demonstrate how natural and human
systems interact to place communities of all sizes, and at all stages of economic development, at risk.
It also shows how the existing losses to life and property can be reduced. Part I of this established
textbook defines basic concepts of hazard, risk, vulnerability and disaster. Critical attention is given
to the evolution of theory, to the scale of disaster impact and to the various strategies that have been
developed to minimise the impact of damaging events. Part I employs a consistent chapter structure
to explain how individual hazards, such as earthquakes, severe storms, floods and droughts, plus
biophysical and technological processes, create distinctive patterns of loss throughout the world. The
ways in which different societies make a positive response to these threats are placed in the context
of ongoing global change.

This extensively revised edition includes:

* An entirely new and innovative chapter explaining how modern-day complexity contributes to
the generation of hazard and risk

e Additional material supplies fresh perspectives on landslides, biophysical hazards and the
increasingly important role of global-scale processes

e The increased use of boxed sections allows a greater focus on significant generic issues and offers
more opportunity to examine a carefully selected range of up-to-date case studies

¢ Each chapter now concludes with an annotated list of key resources, including further reading and
relevant websites.

Environmental Hazards is a well-written and generously illustrated introduction to all the natural, social
and technological events that combine to cause death and destruction across the globe. It draws on the
latest research findings to guide the student from common problems, theories and policies to explore
practical, real-world situations. This authoritative — yet accessible — book captures both the complexity
and dynamism of environmental hazards and has become essential reading for students of every kind
seeking to understand the nature and consequences of a most important contemporary issue.

Keith Smith is Emeritus Professor of Environmental Science, University of Stirling, and a Fellow of the
Royal Society of Edinburgh.

Dave Petley is currently Wilson Professor of Hazard and Risk in the Department of Geography, and
Deputy Dean, in the Faculty of Social Sciences and Health at Durham University.
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PREFACE TO THE FIFTH EDITION

It is now almost twenty years since the first edition of Environmental Hazards was published. During that
period, our understanding of the environment and its associated hazards has improved significantly.
However, such advances have not always resulted in the direct application of useful knowledge and the
effective reduction of disaster impacts. The theoretical base may be stronger than ever before, and
increasingly sophisticated tools for hazard monitoring and risk communication are certainly available, but
the financial resources and the political determination that is needed for a successful confrontation of hazards
is all too often lacking.

The world still expresses surprise and dismay when events like the Indian Ocean tsunami (2004),
‘Hurricane Katrina’ (2005) and the Myanmar cyclone (2008) inflict so much death and destruction on such
widely separated places. As the Third Millennium unfolds, there is a growing awareness that environmental
hazards not only remain an important threat but that they are also rarely capable of simple solutions. The
present-day incidence and scale of hazards and disasters reflects complex ongoing processes of global change.
Many of the trends observed today — climate change, population growth, resource depletion, globalisation
and the spread of material wealth — contribute in some way to the toll of disaster on people and what they
value. This applies to all nations, irrespective of their state of human and economic development although
it is the poorest nations, and the most disadvantaged people, who are most vulnerable.

Environmental Hazards continues to be an introductory textbook concerned with the physical and human
processes that either create or amplify certain hazards and disasters. The book explains the various actions
— ranging from structural intervention to socio-economic policies — that are required to alleviate the most
serious consequences of such phenomena. It was realised from the outset that an account restricted to rapid-
onset natural hazards was insufficient and technological hazards have always been included. Throughout,
an attempt has been made to provide an up-to-date and balanced overview of the field by drawing on multi-
disciplinary sources. As the study of hazards has developed, so new subject material has claimed its rightful
place and the scope of the book has widened. Environmental hazards have emerged as more than site-
specific, or community-specific, threats originating from a local source. They demand to be placed within
a framework of much larger, sometimes global-scale, processes. Consequently, it has become progressively
more difficult for a single author to survey the whole field. This new edition benefits greatly from a
genuinely shared approach to the task. As co-authors we take joint responsibility for the content of this
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book but it has been convenient to allocate the lead input for individual chapters as follows: Chapters 1,
5,7,9,10, 11,12 and 13 — KS; Chapters 2, 3, 4, 6, 8, 14 and 15 — DNP. At the same time, both authors
have tried to resist the many temptations to broaden the scope of enquiry beyond the original underlying
‘environmental’ remit and so create a truly unmanageable task for ourselves and for the reader.

The basic structure of the book will be familiar to existing users but the content has been substantially
rewritten and extended for this edition in order to capture new insights and accommodate changing
requirements. The most obvious innovation is an entirely new chapter on ‘complexity’ that aims to address
the many physical and human interactions that take place within the wider conceptual canvas mentioned
above and which also contribute to the difficulties of practical disaster reduction. There are more case
studies, often contained in text boxes, than in previous editions. These are supported by a greater number
of diagrams, tables and photographs in order to give a better illustration of real-world examples. We have
also sought to achieve better cross-referencing of material across the entire text. A selection of websites is
provided, together with an extensively revised bibliography, to guide students of every kind through the
increasingly daunting maze of information about hazards and disasters that lies beyond the confines of this

book.

David Petley, Durbam
Keith Smith, Braco, Perthshire
May 2008



PREFACE TO THE FIRST EDITION

This book has been written primarily to provide an introductory text on environmental hazards for
university and college students of geography, environmental science and related disciplines. It springs from
my own experience in teaching such a course over several years and my specific inability to find a review
of the field which matches my own priorities and prejudices. I hope, therefore, that this survey will prove
useful as a basic source for appropriate intermediate to advanced undergraduate classes in British, North
American and Antipodean institutions of higher education. If it encourages some students to pursue more
advanced studies, or provides a means whereby other readers become more informed about hazardology,
either as policy-makers or citizens, then I will be well satisfied. Without a wider appreciation of the factors
underlying the designation by the United Nations of the 1990s as the International Decade for Natural
Disaster Reduction IDNDR), the important practical aims of the Decade to improve human safety and
welfare are unlikely to be achieved.

The term ‘environmental hazards’ defies precise definition. Not everyone, therefore, will endorse either
my choice of material or its treatment in terms of the balance between physical and social science concepts.
In this book, the prime focus is on rapid-onset events, from either a natural or a technological origin, which
directly threaten human life on a community scale through acute physical or chemical trauma. Such events
are often associated with economic losses and some damage to ecosystems. Most disaster impact arises from
‘natural’ hazards and is mainly suffered by the poorest people in the world. Within this context, my
intention, as expressed in the sub-title, has been to assess the threat posed by environmental hazards as a
whole and to outline the actions which are needed to reduce the disaster potential.

The structure of the book reflects the need to distinguish between common principles and their
application to individual case studies. Part I — the nature of hazard — seeks to show that, despite their
diverse origins and differential impacts, environmental hazards create similar sorts of risks and disaster-
reducing choices for people everywhere. Here the emphasis is on the identification and recognition of
hazards, and their impact, together with the range of mitigating adjustments that humans can make. These
loss-sharing and loss-reducing adjustments form a recurring theme throughout the book. In Part II — the
experience and reduction of hazard — individual environmental threats are considered under five main
genetic headings (seismic hazards, mass movement hazards, atmospheric hazards, hydrologic hazards and
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technologic hazards). In this section the concern is for the assessment of specific hazards and the contribution
which particular mitigation strategies either have made, or may make, to reducing the losses of life and

property from that hazard.
Keith Smith

Braco, Perthshire
July 1990
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OF HAZARD

‘We have met the enemy and it is us’
Attributed to Walter Kelly






HAZARD IN THE ENVIRONMENT

INTRODUCTION

In the early twenty-first century, the earth supports
a human population that is more numerous and —
generally — healthier and wealthier than ever before.
At the same time, there is an unprecedented aware-
ness of the risks that face people and what they
value. Some of this concern is associated with the
death and destruction caused by ‘natural’ hazards
like earthquakes and floods. Other anxieties focus
on threats that originate in the built environment
like industrial accidents and other failures of tech-
nology that are seen as ‘man-made’. In addition,
there are concerns about individual ‘lifestyle’ risks,
like smoking cigarettes and food safety, together
with global-scale dangers, like climate change and
terrorism.

An apparent paradox exists between relentless
human progress and these increased feelings of
insecurity. This is because economic development
and environmental hazards are rooted in the same
ongoing processes of change. As the world popu-
lation grows, so more people are exposed to hazard.
As people become more prosperous, particularly in
the ‘developed’ countries, so greater personal and
corporate wealth is at risk. As agriculture intensifies
and urbanisation spreads, so more complex and
expensive infrastructure is exposed to potentially

damaging events and the threat of large-scale losses.
These trends, underpinned by high per capita levels
of human consumption, impose heavy burdens on
precious natural assets, such as land, forests and
water, and also raise fears about environmental
quality. The risks of modernisation are often
different in the ‘less developed countries’. Here, the
vast majority of the world’s population already
experiences an insecure existence because of poverty
and a dependence on a resource base so degraded
that lives and livelihoods are highly vulnerable to
‘natural’ hazards and other damaging forces.

The power of modern communications, especially
non-stop news coverage, means that the results of
hazardous processes feature regularly on radios, in
newspapers and on television screens throughout the
world as the latest disaster is reported. Despite — or
perhaps because of — this constant flow of infor-
mation, it is difficult to make objective assessments.
Is the world really becoming a more dangerous
place? If so, what is the cause? Why are even
advanced nations still vulnerable to some natural
processes? What is a disaster? Why do disasters kill
more people in poor countries? What are the best
means of reducing the impact of hazards and
disasters in the future?

It is impossible to live in a totally risk-free
environment. We all face some degree of risk each
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day, whether it is to life and limb in a road accident,
to our possessions from theft or to our personal space
from noise or other types of pollution. Some of these
threats are ‘chronic’ or routine. They are rarely the
direct and immediate cause of large-scale deaths and
damages. This book is about the more ‘extreme’
threats and the resulting global ‘disasters’ that have
clear ‘environmental’ links. These terms and con-
cepts are explained and defined in this chapter.

CHANGING PERSPECTIVES

Our understanding of hazards and disasters has
changed markedly through history. A concern for
earthquake and famine began in the earliest times
(Covello and Mumpower, 1985). In the past, great
catastrophes were seen as ‘Acts of God’. This
perspective viewed damaging events as a divine
punishment for moral misbehaviour, rather than a
consequence of human use of the earth. It generally
encouraged an acceptance of disasters as external,

inevitable events although, in some cases — like that
of frequently flooded land — communities began to
avoid such sites. Eventually, more organised
attempts were made to limit the damaging effects
of natural hazards, an approach that led to the
earliest of the four hazard paradigms recognised in
Table 1.1.

The engineering paradigm originated with the first
river dams constructed in the Middle East over
4,000 years ago whilst attempts to defend buildings
against earthquakes date back at least 2,000 years.
The growth of the earth sciences and civil
engineering during the following centuries led to
increasingly effective structural responses designed
to control the damaging effects of certain physical
processes. By the end of the nineteenth century new
measures, like weather forecasting and severe storm
warnings, could also be deployed. This approach is
based on making all built structures sufficiently
strong to withstand a direct hazard confrontation.
It is largely undertaken with the aid of science-based
government agencies and remains important today.

Table 1.1 The evolution of environmental hazard paradigms

Period Paradigm name ~ Main issues Main responses

Pre-1950 Engineering What are the physical causes for Scientific weather forecasting and
the magnitude and frequency of large structures designed and built
natural hazards at certain sites to defend against natural
and how can protection be hazards, especially those of
provided against the most hydro-meteorological origin
damaging consequences?

1950-70 Behavioural Why do natural hazards create Improved shortterm warning and
deaths and economic damage in better longerterm land planning so
the MDCs and how can changes that humans can avoid the sites
in human behaviour minimise risk?2 most prone to natural hazards

1970-90 Development Why do people in the LDCs suffer Greater awareness of human
so severely in natural disasters and vulnerability to disaster and an
what are the historical and current understanding of how low
socio-economic causes of this situation?  economic development and

political dependency contribute to
vulnerability

1990~ Complexity How can disaster impacts be More emphasis on the complicated

reduced in a sustainable way in the
future, especially for the poorest
people in a rapidly changing world?

interactions between nature and
society leading to the improved
long-term management of hazards
according to local needs




Before the mid-twentieth century, there was
limited understanding of the interactions between
environmental hazards and people. The behavioural
paradigm originated with Gilbert White (1936,
1945), an American geographer who saw that
natural hazards are not purely physical phenomena
outside of society but are linked to countless
individual decisions to settle and develop hazard-
prone land. He introduced a social perspective
(human ecology) and started to question whether
truly ‘natural’ hazards really exist. This approach
later embraced ‘man-made’ or technological hazards
and retained an emphasis on the more developed
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countries (MDCs). It eventually produced a blended
approach whereby earth scientists continued to
investigate extreme natural events, and engineers
built structures designed to control the most
damaging forces, whilst social scientists explored a
wider agenda of disaster reduction through human
adjustments, such as disaster aid and better land
planning (Box 1.1). This hazards-based viewpoint
became widely accepted and was summarised in
several books from the North American research
school (White, 1974; White and Haas, 1975;
Burton et 2/., 1978 — updated 1993).

Box 1.1
PARADIGMS OF HAZARD

The dominant (behavioural)
paradigm

Environmental hazards are open to many inter-
pretations. The greatest divisions in the past have
arisen between the more practical behavioural
paradigm, favoured by many government bodies
and operated through technical agencies, and the
more theoretical development paradigm adopted
by some social scientists.

The behavioural paradigm

Modern environmental engineering began in the
USA to serve a generation newly aware of the
perils of soil erosion and floods. Following the
1936 Flood Control Act, the US Army Corps of
Engineers began to construct an ambitious set of
flood control works on the premise that geo-
physical extremes were the cause of disaster and
that the physical control of floods, together with
other natural events, would provide an effective
cure. Such goals appeared to be attainable during
the 1930s and 1940s based on growing confidence

in the relevant scientific fields (meteorology,
hydrology), demands for greater development of
natural resources and the availability of capital for
major public works.

Around the same time, Gilbert White argued
that flood control works should be integrated with
non-structural methods to produce more compre-
hensive floodplain management. This view recog-
nised the role played by human actions and
settlement in exacerbating hazards. For example,
in the industrialised countries the existing urban
development at risk on flood-prone land was
blamed on ‘behavioural’ faults, including a mis-
perception of risks, by flood control authorities
and homeowners alike. Within the developing
countries, other forms of seemingly irrational
behaviour, such as deforestation or the over-
grazing of land, by ‘folk’ societies, were thought
to contribute to disaster. The universal conse-
quence of disaster was believed to be a temporary
disruption of ‘normal’ life.

Based on this diagnosis, a solution was sought
in applied science and technology through the
‘technical fix’ methodology. It was believed that,
in the fullness of time, the transfer of technology
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from the developed to the developing world, as
part of an overall modernisation process, would
solve their problems too. This emphasis produced
centralised organisations because only government-
backed bodies possessed the financial resources and
technical expertise needed to apply science on the
scale deemed necessary. The United Nations, in
particular, sprouted a number of agencies respon-
sible for international disaster mitigation.

According to Hewitt (1983), the behavioural
paradigm has three thrusts:

® Despite some acknowledgement of the role of
human perception and behaviour, the main aim
was to contain the extremes of nature through
environmental engineering works, such as
flood embankments and earthquake-proofed
buildings.

e Other measures included field monitoring and
the scientific explanation of geophysical pro-
cesses. The modelling and prediction of damag-
ing events was aided by the use of advanced
technical tools, e.g. remote sensing and tele-
metry.

e Priority was given to disaster plans and emer-
gency responses, mostly operated by the armed
forces. The notion that only a military-style
organisation could function in a disaster area
was attractive to governments because it
emphasised the authority of the state when re-
imposing order on a devastated community.

This paradigm covers many methods of practical
loss reduction. It remains dominant in some
countries but has been described as an essentially
Western interpretation. Critics of this approach
see it as a materialistic and deterministic approach
that reflects undue faith in technology and
capitalism and leads to ‘quick fix’ remedies. It has
also been faulted for over-emphasizing the role of
individual choice in hazard-related decisions, for
neglecting environmental quality and for being
slow to recognise the role of human vulnerability
in disaster impacts.

The development paradigm

This philosophy emerged largely because of the
slow progress achieved in reducing disaster losses,
especially in poor countries. It originated with
social scientists with first-hand experience in the
Third World who believed that disasters in the
LDCs arise more from the workings of the global
economy and the marginalisation of poor people
than from the effects of extreme geophysical events.
Such events were seen as mere ‘triggers’ of more
deeply-rooted and long-standing problems. It is a
radical interpretation of disaster that, contrary to
the behavioural paradigm, is rarely hazard-specific,
dwells more on the long-term common features of
disaster and stresses the limits to individual action
imposed by powerful global forces.

The development paradigm is closely associated
with Wisner ez /. (2004) who envisage disasters
as resulting from the clash of two opposing forces:
the socio-economic processes that create human
vulnerability and the natural processes that create
geophysical hazards. There are several key points:

¢ Disasters are caused largely by human exploita-
tion rather than natural or technological pro-
cesses. Macro-scale root causes of vulnerability
lie in the economic and political systems that
exercise power and influence, both nationally
and globally, and result in marginalising
poor people. Human vulnerability is treated
separately in a later section (p. 15).

e Ongoing dynamic pressures, such as chronic
malnutrition, disease and armed conflict, then
channel the most vulnerable people into unsafe
environments, such as flimsy housing, steep
slopes or flood-prone areas, either as a rural
proletariat (dispossessed of land) or as an urban
proletariat (forced into shanty towns). Effective
local responses to hazards are limited by a lack
of resources at all levels.

¢ ‘Normality’ in the Western sense is an illusion.
Given that disasters are characteristic, rather
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than accidental, disaster reduction depends on
fundamental political, social and economic
changes involving a re-distribution of wealth
and power. Modernisation theory, relying on
imported technology and ‘quick fix’ measures
is not appropriate. Instead, self-help using
traditional knowledge and locally-negotiated
responses is seen as a better way forward.

In summary, the development view is based on the
theory that disasters spring from under-develop-
ment arising from political dependency and
unequal trading arrangements between rich and
poor nations. The poorest sections of society
are pressured to over-use the land. Rural over-
population, landlessness and migration to un-
planned hazard-prone cities are then the inevitable
outcomes of capitalism, which can be seen as the

root cause of environmental disaster. Frequent
disaster strikes simply reinforce the inequalities.

The political economy of the world is unlikely
to be responsive in the immediate future to the
most radical demands made by the development
lobby. However, the paradigm has been helpful in
refining some key concepts, such as poverty and
vulnerability, that help to focus attention on the
needs of the most disadvantaged members of
society, most recently in the MDCs as well as in
the LDCs. As a result, human vulnerability
analysis and mapping is now routinely undertaken
alongside more quantitative risk surveys and
geophysical assessments. Humanitarian aid is not
a permanent solution to deep-seated socio-eco-
nomic problems but any means whereby scarce
resources can be delivered more effectively to those
most in need are to be welcomed.

The development paradigm emerged during the 1970s
as a more theoretical and radical alternative (Box
1.1). It drew directly on experience in the less
industrialised parts of the world where natural
disasters were found to create unusually severe
impacts, including large losses of life. Answers were
sought in the longer-term, root causes of these
effects and the research focus shifted from hazards
to a disasters-based viewpoint and from the more
developed countries (MDCs) to the less developed
countries (LDCs). The link between under-
development and disasters was studied and it was
concluded that economic dependency increased both
the frequency and the impact of natural hazards.
Human vulnerability — a feature of the poorest and
the most disadvantaged people in the world —
became an important concept for understanding the
scale of disasters (Blaikie ez @/., 1994: Wisner et al.,
2004). From 1990-99 the United Nations super-
vised the International Decade for Natural Disaster
Reduction IDNDR), a programme driven by con-
cerns that disaster losses threatened the sustain-
ability of future population growth and wealth
creation, especially in the LDCs.

In the late twentieth century, these two opposing
camps were still identifiable (Mileti ez a/,. 1995).
Most physical scientists, including civil engineers
and meteorologists, were associated with the agent-
specific, hazard-based bebavioural paradigm using a
variety of technical solutions plus the responses of
social adaptation derived from human ecology. In
contrast, social scientists, such as sociologists and
anthropologists, drew on the development paradigm
and adopted a cross-hazard, disaster-based view that
stressed failings within political and social systems
together with the need to improve the efficiency of
human responses to all types of mass emergency
(Quarantelli, 1998). A new generation of books
covered both the traditional natural hazards field
(Bryant, 1991; Alexander, 1993; Chapman, 1999;
McGuire et al., 2002) and the cross-hazards field
(Hewitt, 1983; Hewitt, 1997; Tobin and Montz,
1997a; Alexander, 2000).
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THE COMPLEXITY PARADIGM

As noted by Dynes (2004), there is a need to expand
our vision of hazards and disasters even further
beyond the original Western focus on the rapid-
onset hazards that threaten prosperous communities
in urbanised areas. That scenario is largely irrelevant
to the prolonged ‘complex emergencies’ now found
in Africa and other less privileged parts of the world.
Any new paradigm has a difficult task to perform.
First, it must capture best practice from the earlier
perspectives. This is because disaster reduction will
always require — where necessary — the application
of well-tried responses such as well-designed
engineering works, effective land planning and the
distribution of humanitarian aid. Second, it must
address all the modern environmental threats,
ranging from the multi-layered emergencies that
afflict the rural poor in the LDCs to the major
disasters that still occur — to the evident surprise of
some observers — in the richest megacities of the
MDCs. Specifically, a credible paradigm for today
must embrace the widespread devastation arising
from drought combined with other factors — such as
armed conflict and insecurity of food supplies — in
countries like Somalia and Eritrea (Horn of Africa)
as well as the economic and political shocks created
by the 1995 earthquake in Kobe (Japan) and
‘Hurricane Katrina’ in New Orleans (USA) during
2005.

Hazards and disasters are two sides of the same
coin; neither can be fully understood or explained
from the standpoint of either physical science or
social science alone. Hazards and disasters are also
inextricably linked to ongoing global environ-
mental change, including the many factors that
interact to determine the prospects for sustainable
development in the future (Fig. 1.1). Therefore,
this more holistic paradigm is variously called
sustainable hazard mitigation by Mileti and Myers
(1997) and the complexity paradigm by Warner et al.
(2002). It looks beyond local, short-term loss reduc-
tion, based on ‘quick-fix’ solutions, and attempts to
mesh disaster reduction strategies with a realistic
development agenda for a rapidly changing world.

Extreme
Events

Normal
Events

Natural Events
System

- Global Change s Human
Environmental Sustainabl Environmental | Response
Resources ustainable Hazards P
Development to Hazards

Technology | Human Use | Technology
Successes System Failures

Figure 1.1 Environmental hazards exist at the interface
between the natural events system (extreme events) and
the human use system (technology failures). Hazards, and
human responses to them, can influence global change
and the chances for sustainable development. Adapted
from Burton et /. (1993).

This approach re-empbhasises the mutual inter-
actions between nature and society (see Chapter 3).
Humans are not simply the victims of environ-
mental hazards because, in many instances, human
actions contribute to hazardous processes and to
disaster outcomes. Since nature and society are
interconnected at all scales of distance, and at all
times, any change in one has the potential to affect
the other. Such relationships are increasingly
important for those human actions that over-exploit
and degrade natural resources through processes like
deforestation and global warming that, in turn,
amplify the risk from natural hazards like river
floods and sea-level rise. A complicated mix of
human and natural causes exists to increase human
vulnerability (see the section on hazard, risk and
disaster, p. 13) and, in some cases, ‘natural disasters’
simply highlight a deeper crisis. The exact rela-
tionships between ‘traditional disasters’ and
‘complex emergencies’ with the underlying forces of
global environmental change, and also with the goal
of sustainable economic progress, are presently un-
clear. This is partly because we are only just starting
to understand the extent of human domination of
the Earth’s ecosystems and the extent to which
human-dominated environments influence the
vulnerability of societies and economies to extreme
events (Messerli ez /., 2000).



The complexity paradigm is in its infancy and
there is little doubt that the hazards and disasters
field will continue to diversify and change (Rubin,
1998). Over recent decades, the reseach activity has
become more genuinely multi-disciplinary and has
partly shifted focus away from emergency pre-
paredness and response towards strategies for
mitigation and recovery (Wenger, 2006). Some
uncertainties about the future help to fuel the
growth of a new ‘catastrophe’ paradigm based on
threats of global significance. For example, the
terrorist attack of 11 September 2001 in New York
City was then the most costly disaster in US history
and released at least US$20 billion in aid. It not only
brought hazards of mass violence centre-stage, and
led to a concentration on ‘homeland security’, but
also alerted the insurance industry and others to the
threat from ‘super’ hazards.

Future disasters are likely to be larger in scale than
in the past due to the greater complexity of human
society and concentration of people in urban areas.
Mega-scale events, capable of cutting across regional
geographical units and existing socio-economic
systems, have to be considered. These include
hazards such as global epidemics and the collision of
meteorites with settled parts of planet Earth. Some
threats — like climate change — are already global in
scope and, for the policy-maker there is everything
to be gained from a wider viewpoint. For example,
it is recognised that environmental hazards have
the capability to undermine the Millennium
Development Goals, an ambitious agenda for
reducing poverty and improving lives set out by
world leaders in September 2000. Consequently, the
current International Strategy for Disaster Reduction
(ISDR), promoted by the United Nations, seeks to
intensify political activity aimed at reducing natural
and manmade disasters (UN/ISDR, 2004).

WHAT ARE ENVIRONMENTAL
HAZARDS?

No introductory survey can cover the entire hazards
and disasters field. But, if the defining test is the

HAZARD IN THE ENVIRONMENT

ability of processes acting through either the natural
or the built environment to create a large number
of unexpected premature deaths and major eco-
nomic damages, a consistent theme can be identi-
fied. This book concentrates on the more extreme,
rapid-onset events that directly threaten human life
and property by means of acute physical or chemical
trauma on a scale sufficient to cause a ‘disaster’.
Acute bodily trauma, plus any related damage to
property or the environment usually follows the
sudden release of energy or materials in concentra-
tions greatly in excess of normal background levels.
In summary, the term environmental hazard refers to
all the potential threats facing human society by
events that originate in, and are transmitted
through, the environment.

Specific categorisation is difficult and con-
tentious. Extreme natural processes have always
been associated with disasters but many of these
threats are now so heavily influenced by human
actions, including technology and its failures, that
they are really ‘environmental’ in scope. In fact
many disasters have a hybrid, or ‘na-tech’ origin
when, for example, a river dam fails and creates a
flood or when an earthquake damages an industrial
facility and dangerous chemicals are released. These
hazards are shown in the first two sections of Table
1.2. Some of these hazards are related to larger-scale
processes than may at first appear, especially when
the threats are influenced by global environmental
change (GEC) and also contribute to it. In other
words, the slope failure that produces a landslide, or
the rain storm that produces a river flood, can
originate respectively through tectonic and ocean-
atmosphere mechanisms operating over much wider
areas than a local mountain range or river valley.
‘Super hazards’ are driven by forces operating on
hemispheric, or even planetary, scales and are able
to deploy vast amounts of energy and materials to
produce sudden, as well as long-term, environ-
mental change. Because these threats are embedded
within global-scale processes, they are termed context
hazards. Not all the processes involved are directly
life-threatening but the context hazards included in
this book are selected because they either amplify
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existing risks — as global warming drives sea-level
rise and an increased threat from coastal floods — or
have the potential for worldwide catastrophes not
yet experienced in human history — like asteroid
collisions with populated areas of the Earth (see
Table 1.2 and Figure 1.2).

As shown in Figurel.3, the degree of human
involvement in environmental hazards tends to
increase from involuntary exposure to the rare,
uncontrolled natural events (asteroid impact,
earthquake) towards a more voluntary exposure to
danger through common failures of technology in
the built environment (transport accidents, air
pollution). Entirely voluntary social hazards, such
as cigarette smoking or mountaineering, are
excluded from this book because they are wholly
man-made, self-inflicted risks. Similarly, hazards of
violence are excluded because crime, warfare and
terrorism are intentional harmful acts originated by
humans. On the other hand, certain socio-economic
characteristics do have a great influence on hazard
impacts, either directly or indirectly. For example,
epidemics of infectious disease are treated as direct
hazards because they are often rooted in changed
environmental conditions and are a major cause of
premature deaths worldwide. Other, more long-
term, human characteristics such as poverty, gender

Table 1.2 Maijor categories of environmental hazard

or ill-health, while not environmental hazards in
themselves, have indirect effects by raising the level
of human vulnerability to hazardous events. In this
book, therefore, the range of socio-economic factors
that amplify risk will be taken into account in order
to explain the full significance of environmental
hazards (see the section on hazard, risk and disaster,
p- 13).

Hazardous geophysical events represent the
extremes of a statistical distribution that, in a
different context, would be regarded as a resource
(Kates, 1971). For example, normal river flows are
a benefit, providing waterpower, amenity, etc.,
whilst very high flows bring a flood hazard. Many
beneficial uses of water depend on river control
technology, in the form of embankments, bridges
and dams. Water under human control in a reservoir
is perceived as a resource but, if technology fails and
the dam collapses, then a flood disaster may result.
It is important to realise that environmental hazards
spring neither from a vengeful God nor a hostile
environment. Rather the environment is ‘neutral’
and it is the human use of the environment, both
natural and man-made, which identifies resources
and hazards through human perception.

Human sensitivity to environmental hazards is a
combination of physical exposure, or the range of

NATURAL HAZARDS (extreme geophysical and biological events)
Geologic - earthquakes, volcanic eruptions, landslides, avalanches
Atmospheric - tropical cyclones, tornadoes, hail, ice and snow

Hydrologic - river floods, coastal floods, drought
Biologic — epidemic diseases, wildfires

TECHNOLOGICAL HAZARDS (major accidents)

Transport accidents — air accidents, train crashes, ship wrecks
Industrial failures — explosions and fires, release of toxic or radioactive materials
Unsafe public buildings and facilities — structural collapse, fire
Hazardous materials — storage, transport, mis-use of materials

CONTEXT HAZARDS (global environmental change)

International air pollution — climate change, sea level rise

Environmental degradation — deforestation, desertification, loss of natural resources
Land pressure — intensive urbanisation, concentration of basic facilities
Super hazards - catastrophic earth changes, impact from near-earth objects

Notes: Drought is a slow-onset environmental hazard. Key context hazards are reviewed in Chapter 13.
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Figure 1.2 The relationship between environmental
hazards and context hazards. Context hazards are large-
scale threats — both chronic and rare — arising from global
environmental change.

potentially damaging events and their variability at
a particular location, and human vulnerability, which
reflects the breadth of social and economic tolerance
to such hazardous events at the same site. This
relationship is shown in a simple matrix (Fig. 1.4).
Most industrialised nations have relatively high
security so that even in a country like Japan, exposed
to many environmental hazards, sophisticated
coping strategies are in place to limit any losses. On
the other hand, many African countries are vulner-
able through a high risk/low security mix.

In Figure 1.5 the unshaded zone represents an
acceptable range of fluctuation for any natural
element vital for human survival, such as rainfall, or
any technological process involving risk, such as the
production of chemicals. Most socio-economic
activities are geared to an expectation of ‘average’
conditions. As long as the temporal variation
remains close to this expected state, the element or
process will be perceived as beneficial. However,
when the fluctuations exceed some critical threshold
beyond the ‘normal’ band of tolerance, the variable

HAZARD IN THE ENVIRONMENT

Natural Manmade
Involuntary Asteroid impact Intense
Earthquake
Tsunami
Volcanic eruption
Cyclone
Tornado
Landslide
Flood
Drought
Bushfire
Industrial accident
Air pollution
Voluntary Transport accident Diffuse

Figure 1.3 A spectrum of environmental hazards from
geophysical events to human activities. Hazards with a
high level of human causation are more voluntary in
terms of their acceptance and more diffuse in terms of
their disaster impact.

High Risk High Risk

High Security | | Low Security

Low Risk Low Risk

PHYSICAL EXPOSURE

High Security | | Low Security

HUMAN VULNERABILITY

Figure 1.4 A simple matrix showing the theoretical
relationships between physical exposure to hazard (risk)
and human vulnerability to disaster (insecurity).

becomes a hazard. Thus, very high or very low
rainfall will be deemed to create a flood or a drought
respectively; abnormally high releases of gases from
a factory will be perceived as air pollution. The
hazard magnitude can be determined by the peak
deviation beyond the threshold on the vertical scale
and the hazard duration from the length of time the
threshold is exceeded on the horizontal scale.
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Figure 1.5 Sensitivity to environmental hazard expressed as a function of the variability of annual rainfall and the
degree of socio-economic tolerance. Within the unshaded band of tolerance, variations are perceived as resources;
beyond the damage thresholds they are perceived as hazards or disasters. Adapted from Hewitt and Burton (1971).

Human populations are especially at risk on the
margins of tolerance where small physical changes
create large socio-economic impacts, like the effects
of rainfall variability on agriculture in semi-arid
areas. Over a long period of time, frequent but
unpredictable low-level variability around a critical
threshold may be more significant than the rare
occurrence of more extreme events. The very rarest
events may not be recognised as credible threats.
Although sudden change is an integral part of all
natural systems, it is only when such changes are
observed by humans — and perceived as a threat —
that a hazard exists. In other words, hazards are a
human interpretation of events because they seem
to be extreme or rare within the lifetime of
individuals. For example, most people will be aware
that floods are a common hazard; few will be aware
that meteorite strikes on Earth are a hazard because
they are rare in historic times.

Common characteristics of environmental hazards
are:

* The origin of the event is clear and produces
known threats to human life or well-being (a
rainstorm produces a flood that causes death by
drowning).

e The warning time is normally short (the events
are often rapid-onset).

e Most of the direct losses, whether to life or
property, are suffered shortly after the event.

¢ The human exposure to hazard is largely involun-
tary, normally due to the location of people in a
hazardous area.

e The resulting disaster justifies an emergency
response, sometimes on the scale of international
humanitarian aid.

Given these characteristics, a suitable definition is:

extreme geophysical events, biological processes and
technological accidents that release concentrations of
energy or materials into the environment on a suffi-
ciently large scale to pose major threats to human life
and economic assets.



HAZARD, RISK AND DISASTER

In order of decreasing severity, the following threats
from environmental hazards can be recognised:

e Hazards to people — death, injury, disease, mental
stress

e Hazards to goods — property damage, economic
loss

e Hazards to environment — loss of flora and fauna,
pollution, loss of amenity.

Although the environment is something that
humans value, it is prioritised less by people than
immediate threats to their own life or possessions.
Just as hazard severity can be ranked, so the proba-
bility of an event can be placed on a theoretical scale
from zero to certainty (0 to 1). The relationship
between a hazard and its probability can then be
used to determine the overall degree of risk, as
shown in Figure 1.6. Whilst damage to goods and
the environment can be costly in economic and

Hazard

Environment Goods Life

Low
Zero

Probability

<
.

High
Certainty

Figure 1.6 Theoretical relationships between the severity
of environmental hazard, probability and risk. Hazards
to human life are rated more highly than damage to
economic goods or the environment. After Moore (1983).

HAZARD IN THE ENVIRONMENT

social terms, a direct threat to life is the most serious
risk.

Risk is sometimes taken as synonymous with
hazard but risk has the additional implication of the
statistical chance of a particular hazard actually
occurring. Hazard is best viewed as a naturally
occurring or human-induced process, or event, with
the potential to create loss, i.e. a general source of
future danger. Risk is the actual exposure of
something of human value to a hazard and is often
measured as the product of probability and loss.
Thus, we may define:

1 hazard (cause) — a potential threat to humans and
their welfare

2 risk (likely consequence) — the probability of a
hazard occurring and creating loss.

The difference between hazard and risk can be
illustrated through two people crossing an ocean,
one in a large ship and the other in a rowing boat
(Okrent, 1980). The hazard (deep water and large
waves) is the same in both cases but the risk
(probability of capsize and drowning) is very much
greater for the person in the rowing boat. This
analogy shows that, whilst the type of danger posed
by earthquakes — for example — may be similar
throughout the world, people in the poorer, less
developed countries are often more vulnerable and
at greater risk than those in the richer, more
developed countries. When large numbers of people
are killed, injured or affected in some way, the event
is termed a disaster. Unlike hazard and risk, a
disaster is an actual happening, rather than a
potential threat, so we may define:

disaster (actual consequence) — the realisation of
hazard.

Disasters are social phenomena that occur when a
community suffers exceptional levels of disruption
and loss due to natural processes or technological
accidents. In the Third World they are all-too-often
a part of everyday living. Such crises may lie at the
end of a sequence of events leading from human

13
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resource needs through to the selection of a tech-
nology with harmful consequences (Hohenemser ez
al., 1983). Figure 1.7 illustrates a sequence for
drought with linked causal stages at the top line and
possible control stages below. If the preventive
controls fail, famine-related deaths are a possible
consequence. In practice, direct cause and effect
chains rarely exist and complex emergencies exist.
For example, if we consider the fire and explosion
caused by gas pipes ruptured by the lateral spread
of soil in the San Francisco earthquake of 1906, the
primary hazard was strong ground shaking, the
secondary hazard was soil liquefaction and the
tertiary hazard was fire and explosion. Although a
hazardous event can occur in an uninhabited region,
a risk and a disaster can exist only where people and
their possessions exist. There is no agreed definition
of the scale of loss that has to occur in order to
produce a disaster but a suitable qualitative defini-
tion is:

an event, concentrated in time and space, that causes

sufficient human deaths and material damage to disrupt

the essential functions of a community and to threaten

the ability of the community to cope without external
assistance.

Given this framework, what is the risk of disaster
from environmental hazards? In general, the profile
of disasters portrayed in the media is not matched
by the actual incidence of deaths or damages.
Headline disaster reports are, by definition, non-
routine and arise infrequently. For example, between
1975 and 1994 natural hazards in the United States
killed nearly 25,000 people and injured 100,000
more but only about one-quarter of the deaths, and
half the injuries, resulted from major disasters
Mileti et al., 1999). The majority of deaths
stemmed from small, frequent events (lightning
strikes, car crashes in fog and local landslides). As
noted by Sagan (1984), the premature deaths and
injuries from disasters often involve acute bodily
trauma and are reported as safety issues. They are
perceived differently from chronic human illnesses,
which are viewed as ongoing health issues. Thus,
although the cumulative losses in ‘headline dis-
asters’ are relatively low, safety-related, accidental
losses are highly newsworthy because the deaths and
injuries are concentrated in space and time.

In the more developed countries (MDCs), average
mortality from all causes is strongly dependent on
age. Although the death-rate tends to be high

HUMAN HUMAN CHOICE INITIATING OUTCOME CONSE- F(')'SSES
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Figure 1.7 A schematic illustration of the chain of development of a drought disaster. The stages are expressed
generically at the top of each box and in terms of a drought disaster in the lower segment. Six potential control stages,
designed to reduce disaster, are linked to pathways between the hazard steps by vertical arrows. Adapted from

Hohenemser er 2/, (1983).



during the first few years of life, it then drops
sharply before rising steadily until, at age 70 and
beyond, it exceeds infant mortality. This pattern
reflects the importance of life-style factors and
degenerative diseases in the Western world, where
some 90 per cent of all deaths are due to heart
disease, cancers and respiratory ailments. Tobacco
consumption is a major factor and worldwide about
3 million people die prematurely each year through
smoking. Therefore, accidental deaths from all causes
rarely constitute more than 3 per cent of mortality
in the MDCs. According to Fritzsche (1992), a mere
0.01 per cent of the US population has died from
natural disasters. In Italy, with a landslide risk
second only to Japan amongst the developed
nations, the death rate from road accidents is over
200 times that from landslides (Guzzetti, 2000).
Similarly, although natural hazards in the USA
create US$1 billion of damage every year to public
facilities (roads, water systems and buildings), these
losses are only 0.5 per cent of the value of the capital
infrastructure. In addition, disaster relief costs are,
on average, less than 0.5 per cent of the total federal
budget (Burby ez 2/., 1991. For people in the ‘less
developed countries’ (LDCs), the overall risk of a
disaster-related death has been estimated as 12 times
that in the industrialised countries (IFRCRCS,
1999). Once again, the prime cause is unlikely to be
environmental hazards because about three-quarters
of all armed conflict deaths occur in the LDCs.

HUMAN VULNERABILITY TO
HAZARD

Vulnerability is a possible future state that implies
high risk combined with an inability to cope. For
example, to an earthquake engineer, vulnerability
means the quality of a built structure in terms of
its resistance to seismic stress. Human vulnerability
is a more comprehensive term and was viewed
by Timmerman (1981) as the degree of resistance
offered by a social system to the impact of a
hazardous event. In turn, resistance depends on
either resilience or reliability.

HAZARD IN THE ENVIRONMENT

® Resilience is a measure of the capacity to absorb
and recover from the impact of a hazardous event.
Traditional resilience is common in the LDCs
where disaster is a ‘normal’ part of life and group
coping strategies are important. For example,
nomadic herdsmen in semi-arid areas tend to
accumulate cattle during years with good pasture
as an insurance against drought. Resilience has
been developed in the MDCs too, as shown by
the rapid recovery of the Los Angeles electricity
supply following the Northridge earthquake in
1994 (Table 1.3).

* Reliability reflects the frequency with which
protective devices against hazard fail. This
approach is often associated with the MDCs
where advanced technologies ensure a high
degree of day-to-day reliability for most urban
services. But extreme stress, for example from an
earthquake, can still damage and disrupt urban
networks on a massive scale. There is now a
growing awareness that built environments
require to be even more resilient and sustainable
if they are to withstand the stress of hazardous
events in the future (Bosher et z/., 2007).

Table 1.3 Restoration of power supplies in Los
Angeles following the Northridge earthquake in 1994

Time Number of people without power
Initially 2,000,000
By dusk 1,100,000
After 24 hours 725,000
After 3 days 7,500

After 10 days Almost all power restored

Source: After Institution of Civil Engineers (1995)

More fundamentally, Blaikie ez «/. (1994) argued
that it is people — not systems — that are vulnerable
to hazard stress. Their definition was: ‘the charac-
teristics of a person or group in terms of their
capacity to anticipate, cope with, resist and recover
from the impact of a natural hazard’.

Human vulnerability can be assessed on a variety
of scales (Box 1.2). Like risk, it is a universal
problem. This is because aspects of vulnerability can
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Box 1.2
VARIATIONS IN VULNERABILITY TO
The international scale

Wide differences exist in disaster vulnerability.
Researchers with the United Nations Development
Programme (UNDP) are working to produce a
comprehensive Disaster Risk Index (DRI) designed
to measure the relative levels of disaster vulner-
ability between nations (UNDP, 2004). The DRI
seeks to combine physical exposure to all named
hazards, such as floods, with human vulnerability.
Physical exposure is expressed by the number of
people located in each country where particular
hazards occur combined with the frequency of such
events. The relative risk of death from these hazards
can then be measured by dividing the number of
people killed by the number exposed during a
representative time period.

Expressing overall human vulnerability is more
complicated. A complete national Index would
not only incorporate the risk from all the relevant
physical hazards but would also capture all other
possible indicators of vulnerability. No less than
26 socio-economic and environmental variables,
drawn from available global data-sets, have been
identified as possible elements for inclusion in the
DRI statistical model. These include specific
factors, such as population density, level of
unemployment and the number of hospital beds,
together with more composite indicators of
development, notably the Human Development
Index (HDI) which measures the quality of human
life through life expectancy, educational attain-
ment and income.

DISASTER

There are several obstacles to the succesful
development of the DRI. For example, it has
proved over-sensitive to the effect of individual
large events during sampling periods of limited
length and cannot yet show vulnerability to non-
fatal disaster impacts, such as loss of livelihood or
homelessness. Certain disaster types, like volcanic
eruptions, drought and famine, have so far proved
difficult to capture within the formula. Achieving
a composite, multi-hazard Index for each country
is also complicated because vulnerability tends to
be highly hazard-specific. For example, early
results revealed that the main cause of disaster-
related deaths, as expressed by the DRI statistical
model, were:

e carthquake — physical exposure and rapid urban
growth

e tropical cyclone — physical exposure, high
percentage of arable land and low Human
Development Index

¢ flood — physical exposure, low GDP per capita
and low density of population.

The household scale

Especially within the LDCs, there are also marked
internal variations in wealth and vulnerability to
hazard at the family scale. Table 1.4 illustrates
some of these variations for hypothetical rural and
urban households in poorer countries.




HAZARD IN THE ENVIRONMENT

Table 1.4 Variations in vulnerability at the household level within less developed countries

Household Rural Rural Urban office Urban squatter

characteristics land-owner labourers worker, teacher

Family size 7 members 5 members 5 members 6 members

Workers 4 men, 1 woman 1 man, T woman, 1 man, 1 woman 2 women

2 children

School-level 3 men 0 5 (2 parents and 0

education 3 children)

Occupation Farming, land renting, ~ Seasonal labouring,  Office worker, Taking in

grain trading share-cropping teacher washing
Income Regular No work, no pay Regular, fixed income No work,
plus small pension no pay

Productive assets  Land, cattle, old tractor Hand tools Small savings None

Credit source Bank Moneylender Bank Moneylender

Local contacts/ Other farmers and None Local politicians None

support network  traders, local officials

House Brick walls and tile Mud walls, thatch Brick walls and tile Scrap metal,

construction roof roof, mud floor roof cardboard,
plastic sheets

House ownership  Own house Rented Mortgaged Illegal squat

Domestic Artesian well, Communal well, pit  Electricity, piped Buy drinking

facilities electricity generator latrines, oil lamps water and sewage water,
communal baths
and toilet, no
drainage,
illegal power
connection

Location Elevated flat site Site near river, Paved street, regular  Low-lying site or

sometimes flooded  garbage collection steep slope, no

garbage
collection

Access to Village school, Village school and Shops, school and Local doctor in

facilities clinic and shop shop health centre emergency
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affect anyone. For example, 20 per cent of the US
population suffers from some disability and is likely
to experience more problems than other members
of society during an emergency evacuation. By
definition, all vulnerable people are located in areas
with some physical exposure to natural or tech-
nological hazards. But the highest vulnerability is a
characteristic of the poorest people of the LDCs and
Figure 1.8 illustrates some key factors that divide
the MDCs and the LDCs.

Infrequent
Disasters

- >
- >

Frequent
Disasters

MDCs LDCs

POPULATION MILLIONS
LOW BIRTH RATE
RICH PEOPLE
RESOURCE SURPLUS
LARGE CITIES
HIGH TECHNOLOGY
SAFE ENVIRONMENTS
SECURE LIVELIHOODS
GLOBAL ECONOMY
AID SOURCE
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HIGH BIRTH RATE
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RESOURCE DEFICIT
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Figure 1.8 Some factors that divide the MDCs and the
LDCs. Degrading environmental conditions are a feature
of all levels of development but frequent disaster strikes
and high vulnerability in the LDCs ensure the greatest
disaster impacts. Adapted from Kates ez /. (2001).

Globally, the most vulnerable people tend to be
concentrated in two population groups:

e urban dwellers from the informal settlements and
inner-city slums of the most rapidly expanding
cities, often living in unsafe structures on steep
slopes or near dangerous industrial sites, and
prone to hazards like earthquakes, landslides and
fires

e rural dwellers, who account for almost three-
quarters of the world’s poorest people, and who
suffer ongoing food insecurity from increasing
environmental degradation and climate change,
and are prone to hazards like floods, droughts and
famines.

Key causes of vulnerability are:

Economic factors Those people lacking capital and
other resources, such as land, tools and equipment,
and which also have few able-bodied relatives with
earning skills, are most vulnerable. Access to infor-
mation, and the availability of a social network able
to mobilise support from outside the household, can
be significant too.

The poorest people may appear to have little to
lose when disaster strikes. But, when ‘Hurricane
Mitch’ struck rural Honduras in 1998, the house-
holds in the lowest wealth quintile had their meagre
assets reduced by 18 per cent compared with average
losses of 3 per cent recorded for those in the upper
quintile (Morris ez /., 2002). Most of the poorest
people in the world experience fragile existences in
rural areas and have few earning skills or oppor-
tunities.

Social factors Age and gender are important
pointers to vulnerability. The very young and the
very old are often at risk. In the Bangladesh cyclone
disaster of 1970, over half of all the deaths were
suffered by children below 10 years of age, who
comprised only one-third of the population
(Sommer and Mosely, 1972). Work on earthquake
disasters has shown that survivors over 60 years of
age and females are most likely to have severe
physical injuries and that females also suffer most
from psychiatric stress disorders (Peek-Asa et a/.,
2002; Chen e #/., 2001. Older people, especially
widows in the LDCs, face difficulties in maintaining
their livelihood after disaster. Even in the MDCs
older people with disabilities face problems in
emergency evacuation and survival in public shelters
after the event (McGuire ez 2/., 2007). Ethnicity can
be a factor when linguistic and religious divides
threaten the security of minority groups.

Social and economic factors combine to amplify
risk from environmental hazards. For example,
widespread ill-health, especially from communic-
able diseases, can prevent people from earning a
living and contribute to ineffective government.
During July 1993 flash floods generated by
monsoon rains struck a densely-populated rice-
growing area in southern Nepal and killed over



1,600 people (Pradhan ez a/., 2007). A survey of over
40,000 residents showed that the fatalities were
concentrated in certain groups. The crude fatality
rate for all household residents was 9.9 per 1,000
persons but those most likely to die were children,
females, those of low socio-economic status and
those living in thatched houses (Fig. 1.9). House
type was crucial. Over 70 per cent of houses were
built of thatch and those living in such houses were
more than five times more likely to die than those
in a cement/brick home because many thatched
houses were either washed away or made unin-
habitable.

Political factors The frequent lack of effective
central government is crucial because incompetence
and corruption produce common failings including
a weak organisational structure (everything from
poor roads to untrained civil servants) and deficient
welfare programmes (including inadequate housing
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Figure 1.9 Socio-economic factors and fatality rates
during flash floods in Nepal, July 1993. Children were
defined as those 2-9 years of age, adults as those 15 years
or over; socio-economic status was derived from house-
hold land ownership. Adapted from Pradhan ez 2/. (2007).
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and health provision, combined with low nutri-
tional status). Without a firm tax base govern-
ments are unable to raise the revenue necessary for
improvements in basic facilities such as water,
sewage disposal and health care.

Armed conflict, due to internal strife (tribal
warfare, ethnic cleansing) or external warfare (border
disputes with neighbouring countries) may be
a feature in creating large numbers of refugees
and disrupting the distribution of food or other
aid supplies. Since 1990 more than 70 million
people have been displaced, either within their
own countries or internationally. In some countries,
the declared national government controls little
more than the capital city whilst the more
remote centres and rural areas are left to fend for
themselves.

Environmental  factors Unsustainable natural
resource management is a major problem. Most of
the rural poor are dependent on traditional rain-fed
agricultural production systems and are at risk from
climate change. The unregulated competition for
land and water resources — for example between
settled farmers and pastoralists — together with
widespread illegal practices — such as forest logging
— result in severe environmental degradation.

The collapse of traditional agriculture and irre-
gular slumps in market prices increase the threat of
seasonal food shortages. In countries like Somalia,
ravaged by over 10 years of near-continuous warfare
and natural resource depletion, over 70 per cent of
the population is undernourished and food supplies
are highly precarious (Hemrich, 2005). In many
countries, most of the land holdings are too small
to maintain livelihoods. Consequently, over half of
the population is malnourished and has no access to
safe water or domestic sanitation. People with
chronic malnourishment suffer more from water-
related diseases after floods, such as dysentery.

Geographical factors Many poor rural areas are
distant from the scrutiny of governments and aid
monitoring. The people most vulnerable to disaster
often live in relatively inaccessible parts, like the
small island communities of the Pacific or remote
mountain villages of the Himalayas or the Andes.
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Plare 1.1 Slum shanty housing, raised on stilts for flood protection from a polluted waterway in Jakarta,
Indonesia. New office building behind emphasises the steep gradients in hazard vulnerability that exist in many
cities in the LDCs. (Photo: Mark Henley, PANOS)

Whilst it is true that some form of environmental
hazard has to be present in order to create the type
of disasters reviewed in this book, it is possible to
see that the severity of the hazard impact is often
a function of human vulnerability rather than the
physical magnitude of the event. However, the
concept of vulnerability remains difficult to assess
in practical terms. Several methodologies are avail-
able to the humanitarian agencies responsible for
determining vulnerability in the field but there is
little agreement on their use. In some cases, conflict-
ing results are obtained at different scales — for
example, for macro-scale (regional) assessments as
opposed to micro-scale (household) assessments.
According to Darcy and Hofman (2003), ideal
judgements about people at risk would be based on

relatively objective ‘outcome’ indicators for key
factors, such as mortality, morbidity or malnutrition
— or longer-term outcomes such as mental disorders
(Salcioglu ez @/., 2007). But most of this information
is is unlikely to be at hand when priorities have to
be agreed quickly for the distribution of humani-
tarian aid after a disaster strike.
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AUDITING DISASTER

In the 30 years between 1974 and 2003, more than
two million people were killed in over 6,350
‘natural’ disasters (Guha-Sapir er «/, 2004). In
addition, a cumulative total of 5.1 billion indivi-
duals were directly affected by these events, includ-
ing 182 million people who were left homeless.
These disasters also caused a total of about US$1.4
trillion worth of damage. The vast majority of the
recorded fatalities were caused by just four hazard
types — earthquakes, tropical cyclones, floods and
droughts (Table 2.1). This list is notable in the
frequency with which countries in Asia appear.
Indeed, 24 of the 35 disasters on the list occurred in
Asia, with 15 recorded in China alone. This out-
come reflects the large geographical area of Asia, the
high proportion of the world’s population living
there, the long written record available for China,
in particular, and — not least — the hazardous nature
of the physical environment. Famine is excluded
from Table 2.1 although it is often linked with
drought. Both drought and famine can last for
several years. For example, in 1932-33, 7 million
people died from famine in the Soviet Union and,
during the period 1959-62, 29 million people died
from famine in China.

Disaster reporting

There is no agreed definition of ‘disaster’. Con-
sequently, the term is applied to a wide range of
events. The crush of spectators at the Hillsborough
football stadium in England in 1989, when 96
people were killed, is usually described as a disaster
by the media although the number of fatalities
is small compared with those in Table 2.1. Another
problem surrounds the variation in the nature
and quality of disaster records. Many bodies world-
wide — such as government agencies and insurance
companies — issue ‘official’ disaster reports but
the media often represent a primary source of infor-
mation. The result is that the reported impacts
of disasters are generally neither comprehensive nor
compatible and many are little more than educated
estimates.

The reporting of disasters in the Western media
is necessary to stimulate public awareness and aid
donations but the active interest of all parties is
likely to be short-lived and there is often a problem
of bias. The news media tend to over-emphasise
rapid-onset events and the coverage of disasters
on television news is determined largely by the
visual impact of film reports (Greenberg ¢t al.,
1989; Wrathall, 1988). According to Garner and
Huff (1997), media reporting shows an excessive



Table 2.1 Environmental disasters recorded since
AD1000 responsible for at least 100,000 deaths*

Year  Country Type of disaster  Fatalities

1931  China Flood 3,700,000
1928 China Drought 3,000,000
1971  Soviet Union  Epidemic 2,500,000
1920 India Epidemic 2,000,000
1909  China Epidemic 1,500,000
1942  India Drought 1,500,000
1921  Soviet Union  Drought 1,200,000
1887  China Flood 900,000
1556 China Earthquake 830,000
1918  Bangladesh Epidemic 393,000
1737  India Tropical cyclone 300,000
1850 China Earthquake 300,000
1881  Vietnam Tropical cyclone 300,000
1970 Bangladesh  Tropical cyclone 300,000
1984  Ethiopia Drought 300,000
1976  China Earthquake 290,000
1920  China Earthquake 235,000
1876 Bangladesh  Tropical cyclone 215,000
1303  China Earthquake 200,000
1901  Uganda Epidemic 200,000
1622  China Earthquake 150,000
1984  Sudan Drought 150,000
1923 Japan Earthquake 143,000
1991 Bangladesh  Tropical cyclone 139,000
1948  Soviet Union  Earthquake 110,000
1290  China Earthquake 100,000
1786 China Landslide 100,000
1362  Germany Flood 100,000
1421  Netherlands  Flood 100,000
1731 China Earthquake 100,000
1852  China Flood 100,000
1882 India Tropical cyclone 100,000
1922 China Tropical cyclone 100,000
1923 Niger Epidemic 100,000
1985 Mozambique Drought 100,000

Note: *These figures are approximations and biased towards
the recent past because of the unavailability of earlier records.

Source: Adapted from Munich Re (1999) and CRED database

concentration on the emergency phase of disaster,
especially if images of helpless victims are available.
Unbalanced reporting of natural disasters is a feature
of newspapers in the USA (Ploughman, 1995) and
McKay (1983) demonstrated how the victims of the
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‘Ash Wednesday’ bushfires in Australia were por-
trayed as helpless with little mention of the more
positive aspects of warning and emergency response.
Another media bias is created by an empbhasis on
events close to home. For example, Adams (1986)
studied the reporting by American television of
35 natural disasters (each causing at least 300 fatali-
ties) in various parts of the world and found that
the world was prioritised by geographical location
so that the death of one Western European equalled
three Eastern Europeans or nine Latin Americans
or 11 Middle Easterners or 12 Asians. When there
is a dependence on advertising revenue, there is a
media focus on the prosperous target markets of
the commercial sponsors that can lead to an under-
reporting of disaster impacts on poorer social groups
in disadvantaged areas (Rodrigue and Rovai, 1995).
In some cases, the detailed study of news reports has
revealed a bias towards a pre-determined narrative.
After ‘Hurricane Katrina’ struck New Orleans in
2005, stories of looting, lawlessness and criminal
damage were prominent, even though this type
of activity was relatively uncommon (Tierney e a/.,
20006). Social groups tended to be portrayed differ-
ently. When African-Americans broke into shops
to obtain food, it was described as looting, whereas
the same behaviour by white people was seen as a
necessary act of survival.

Many disasters are compound, complex events
and create problems of classification. To avoid any
double-counting of disaster impacts, each loss
category (deaths, damages etc.) should be recorded
once only. However, direct cause and effect can be
difficult to determine. For example, when an earth-
quake triggers a landslide that kills people, should
the fatalities be recorded as having been caused by
an earthquake (the trigger) or a landslide (the
cause)? In general, due to the complexities of deter-
mining the cause of death in complex, mass-fatality
events, it is the trigger that is usually described.
Unfortunately, this means that the impacts of some
‘secondary’ hazards, such as landslides are under-
estimated (see Chapter 8). A further problem arises
when changes are made to national boundaries (e.g.
the former Soviet Union) and the geographical
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attribution of disaster becomes inconsistent over
time.

Disaster impact assessment

Although damaging events are classified according
to natural and technological causes, they have to
breach certain human ¢ffects thresholds, such as death,
injury and economic loss, before they are identified
as disasters. This creates difficulties. To date there
has been no general agreement on exactly how these
thresholds should be defined. It is also likely that
there is widespread under-reporting of the impact of
disasters, especially in the LDCs. This is because the
lack of social statistics in many LDCs precludes a
precise record of loss. For example, which total
should be used when, as commonly happens, a wide
range of deaths is given or is simply reported as ‘in
the thousands’? How can the data reliably include
those persons reported missing, those who die later
from their injuries or from secondary effects, such as
famines and epidemics? In fact, there is a worrying
lack of clarity in this area; for example a common
definition of a disaster ‘injury’ has never been agreed.
Despite this, data on the number of fatalities
associated with a disaster may well be the most
reliable impact information available.

By comparison, estimates of the financial costs of
disasters are much less unreliable. This is due to
inconsistencies in the way that economic data are
collected, especially for indirect losses. For example,
if a flood damages a bridge and farmers cannot
transport their goods to the local market, should the
losses in produce sales be included in the calcu-
lation? Many people would argue that they should,
but determining such costs is likely to be challeng-
ing. Similarly, there is little accounting of the
ongoing financial cost of disaster preparedness,
even though this is an important cost since these
resources are not available for other community
needs. Thus, most disaster audits are limited to
estimates of direct deaths, injuries and immediate
damage and capture only part of the impact picture
(Box 2.1). Quite apart from financial loss, disaster
survivors frequently suffer indirect impacts includ-

ing the loss of a relative, destruction of property,
malnutrition, ill-health, loss of employment, debt
and forced migration. Of all these losses, homeless-
ness is the only one for which reasonably consistent
statistics exist.

The most comprehensive global record of dis-
asters is that maintained by the Centre for Research
on the Epidemiology of Disasters (CRED) at the
University of Louvain, Belgium. The Emergency
Events Database (EM-DAT) covers natural and
technological disasters, as described in Table 2.2,
from 1900 onwards (Sapir and Misson, 1992; Guha-
Sapir ¢t al., 2004). Information prior to 1988 was
absorbed from the records of the US Office of
Foreign Disaster Assistance (OFDA) but is less
complete than more recent information. CRED
information is updated daily whilst various checks
and revisions occur at three-monthly and annual
intervals. Such quality control is essential to ensure
that losses can be properly verified after the emer-
gency phase. For inclusion in EM-DAT, a disaster
must have killed 10 or more persons, or affected at
least 100 people, although an appeal for inter-
national assistance or a government disaster declara-
tion will take precedence over the first two criteria.
For displaced persons, drought and famine to
register, at least 2,000 people have to be affected.

Database interpretation

Even with high quality data, it can be difficult to
draw valid analytical conclusions. For example, the
impact threshold structure disguises differences in
the relative disaster losses between —and even within
— the LDCs and the MDCs. A US$10 million loss
would be caused by a much smaller and higher
frequency event in — say — California compared to
Bangladesh. Generally, datasets based on financial
losses, such as those produced by the reinsurance
industry, tend to give an effective bias towards the
MDCs, where the amount of vulnerable assets is
high. On the other hand, datasets that rely primarily
on disaster fatalities tend to be biased towards the
LDCs where large numbers of vulnerable people
live. Global datasets are invariably presented for
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Box 2.1
TYPES OF DISASTER IMPACT

Few disaster reports include any losses beyond the
direct and tangible impacts (Fig. 2.1). Direct effects
are the first order consequences that occur imme-
diately after an event, such as the deaths and
economic loss caused by the throwing down of
buildings in an earthquake. Indirect effects emerge
later and may be more difficult to attribute to
the event. These include factors such as mental
illness resulting from shock, bereavement and re-
location from the area. Tangible ¢ffects are those for
which it is possible to assign monetary values,
such as the replacement of damaged property.
Intangible effects, although real, cannot be properly
assessed in monetary terms. For example, many
important archaeological sites in Italy are at risk
from landslides, floods and soil erosion (Canuti
et al., 2000).

o Direct losses are the most visible consequence of
disasters due to the immediate damage, such as
building collapse. They are comparatively easy
to measure, although accounting methodo-
logies are not standardised and surveys are
always incomplete. For example, loss estimates
for insurance purposes are probably more accu-
rate than some field-based surveys. However,
insurance claims can be deliberately inflated
and there is a lack of insurance cover in poor
countries. Direct losses are not always the most
significant outcome of disaster.

e Direct gains represent benefits flowing to
survivors after a disaster, including the various
forms of aid. Those with skills in the construc-
tion trade may obtain well-paid employment
in the restoration phase following the event
and, occasionally, some longer-term enhance-
ment of the environment may occur. On the
Icelandic island of Heimaey, volcanic ash
resulting from the 1973 eruption was used as

foundation material to extend the airport
runway and geothermal heat has been extracted
from the volcanic core.

o Indirect losses are the second-order consequences
of disaster, like the disruption of economic and
social activities. Typically, as property values
fall, consumers save rather than spend, business
becomes less profitable and unemployment
rises. Again, the data are incomplete. For
example, no financial losses are reported for
epidemics although the premature death of
active workers inevitably results in a loss of
manpower and productivity. Ill-health effects
often outlast other losses. Psychological stress
affects the victims of disaster directly and has
an indirect influence on family members and
rescue workers. The symptoms include shock,
anxiety, stress or apathy and are expressed
through sleep disturbance, belligerence and
alcohol abuse. Attitudes of blame, resentment
and hostility may also occur.
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Figure 2.1 The potential consequences of
environmental hazards. Possible losses and gains,
both direct and indirect, are shown with specimen
tangible and intangible effects.
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o [ndirect gains are less well understood. They are advantages of a riverside site (flat building land,
the long-term benefits enjoyed by a community good communications, water supply and
as a result of its hazard-prone location. Little amenity) compared with the occasional losses
systematic research has been undertaken, for suffered in floods.
example, into the balance between the ongoing

Table 2.2 Llist of disaster types and sub-types recorded in EM-DAT

Natural disasters Technological disasters
Disaster types Disaster sub-types Disaster types Disaster sub-types
Drought Industrial accident Chemical spill
Explosion
Earthquake Radiation leak
Epidemic Collapse
Extreme temperature Cold wave Gas leak
Heat wave Poisoning
Famine Crop failure Fire
Food shortage Other
Conflict
Drought Miscellaneous accident Explosion
Collapse
Flood Fire
Slide Avalanche Other
Landslide
Volcano Transport accident Air
Boat
Wave/surge Tsunami Rail
Tidal wave Road
Wildfire Forest fire
Scrub fire
Windstorm Cyclone Conflict Intrastate
Hurricane International
Storm
Tornado
Tropical storm
Typhoon

Winter storm

Note: Cyclone, hurricane and typhoon are different names for the same event used in different parts of the world. Some major
types of natural disaster (drought, earthquake and flood) are not subtyped but all types of technological disaster are sub-typed.

Source: After CRED at http://www.cred.be (accessed on 16 February 2003).

individual nation states but national statistics often  cially at risk. The loss of 10 able-bodied men from
fail to capture the impact of disaster on the most a remote fishing village could be far more devastat-
vulnerable groups, such as the very poor and ethnic  ing for the survival of that community than the
minorities. Small, isolated communities are espe-  death of 100 men in a large city.



Ideally, the impact of a disaster should be placed
in the context of local population numbers, the
nature of economic functions and the financial
resources available in both the public and private
sector. This rarely happens although CRED has
attempted to identify so-called ‘significant’ natural
disasters where the number of deaths per event is
100 or more, damage amounts to 1 per cent or more
of the annual national Gross Domestic Product
(GDP) and the number of affected people is 1 per
cent or more of the total population. The relative
measures adopted for damage and affected people
indicate more accurately than absolute national
totals the effect of disasters on LDCs with weak
economies and small populations.

The CRED archive goes back to 1900 but the
systematic recording of disasters did not really begin
until 1964, and became fully reliable in about 1970.
Since then there has been a steep rise in the recorded
number of natural disasters from an annual average
of less than 50 before 1965 to around 250 in the
1990s, although the number of fatalities has re-
mained essentially unchanged (Fig. 2.2). Although
there are fewer technological disasters, the increase
in annual totals has been similar, but again with
no real trend in terms of fatalities (Fig. 2.2).
Considerable debate exists about the extent to which
these trends represent a real increase in the number
of disasters, as opposed to ongoing improvements
in the efficiency of disaster reporting. Interestingly,
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Figure 2.2 Annual total of deaths in global disasters
1970-2006. Adapted from CRED database.
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step increases in yearly total numbers of reported
disasters occur in the CRED data after 1964 (when
OFDA was created) and after 1973 (when CRED
was created). Such ‘artificial’ increases in disaster
reporting are due largely to greater awareness and
have occurred periodically over many years.

For example, the top graph in Figure 2.3 shows
an apparent long-term upward trend in the number
of volcanic eruptions reported each year, although it
is unlikely that global volcanic activity has increased
noticeably over this period. In fact, as shown by
the lower graph, the number of large eruptions,
which are those most likely to be reported, has
remained fairly constant at 50 to 70 per year during
recent decades. Therefore, the apparent upward
trend is really a measure of improved volcanic
hazard awareness and monitoring. It can also been
seen that when the world was preoccupied with
alternative large-scale news events, like war or
economic depression, there was a reduced reporting
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Figure 2.3 The number of active volcanoes per year
from 1790 to 1990. The upper graph, which shows
records for all eruptions, appears to show a dramatic
increase, but the lower graph, representing just the
largest eruptions, shows no overall trend. After

T. Simkin and L. Siebert (1994) Volcanoes of the World,
2nd edn. Tucson AZ: Geoscience Press. Reproduced
with permission.
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efficiency for volcanoes. Equally, the occurrence of
major volcanic events enhanced the level of interest,
and media reporting, for several years after the
eruption. Similarly, the high-profile Boxing Day
earthquake and tsunami disaster in 2004 led to a
new degree of interest in this type of disaster,
previously almost unknown amongst the media,
governments and the general public.

Despite the above conclusions regarding the
uneven perception and reporting of disasters, there
is some evidence that certain hazards — like hurri-
canes — may be increasing in magnitude and
frequency due to climate change (see Chapter 9).
Moreover, there are also valid reasons why genuine
disaster impacts may be increasing with time (see
section on disaster trends, p. 30).

DISASTER PATTERNS

Given sampling periods of sufficient length,
independently compiled databases tend to show a
similar frequency of occurrence of natural disaster
types. Floods and windstorms are the most common
causes of natural disaster, each accounting for 30-35
per cent of all recorded events. Although compara-
tively rare, comprising only about 5 per cent of
disasters, droughts create the largest number of
fatalities (Box 2.2).

A World Bank study recently concluded that over
3.4 billion people, representing more that 50 per
cent of the world’s population, are exposed to one or
more natural hazards (Dilley et /. 2005. The
majority of these people live in the LDCs. It is now

Box 2.2
DISASTER FATALITIES

According to the CRED database, 22.3 million
people were killed by natural disasters between
1900 and 2006, an average of about 208,000
people per year. These data are summarised by
disaster type in Table 2.3. It is clear that, in terms
of fatalities, the most serious natural disasters of
the last century have been droughts. Drought

2006, according to the CRED database

Table 2.3 The number of natural disasters and the number of people killed in them between 1900 and

accounts for a little over half of all recorded
fatalities from natural disasters, even though they
represent only about 6 per cent of all events.
Floods are the next largest cause of mortality
with almost 7 million deaths. By contrast, earth-
quakes and windstorms kill comparatively few
people.

Disaster type Number of Percentage of Number of Percentage of
fatalities fatalities events events
Drought 11,707,946 52.5 533 59
Flood 6,898,950 31.0 3,179 35.0
Earthquake 1,962,119 8.8 1,041 11.4
Windstorm 1,209,116 5.4 2,883 31.7
Wave/surge 241,441 1.1 61 0.7
Extreme temperature 106,311 0.5 353 3.9
Volcano 95,958 04 201 2.2
Slide 56,965 0.3 517 5.7
Wildfire 2,723 0.0 327 3.6
Total 22,281,529 100 9,095 100
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As already indicated, care is needed in the inter-
pretation of such datasets. The properly systematic
collection of these data only commenced in the
1970s and, in most cases, the reported data
probably greatly underestimate the true impact of
these processes. Indeed, different databases for
even recent disaster events contain quite different
figures. For example, the Munich Re insurance
company annually updates a series of ‘great natural
catastrophes’ available from 1950 onwards, whilst
the Swiss Re insurance company compiles its own
dataset. Guha-Sapir and Below (2002) compared
the data from these sources with the CRED
database for natural disasters in four countries
(Honduras, India, Mozambique and Vietnam) over
the period 1985 to 1999 (Table 2.4). The results
show how different approaches to the creation of

databases can lead to quite different perpectives
on the occurrence and impact of disaster. The
CRED database, for example, records a much
higher number of fatalities across the four
countries whilst the two reinsurance companies
record higher levels of economic loss.

These discrepancies can arise because of differ-
ences in the criteria used in data selection,
differences in data compilation and different ways
of analysing the results. In part, these differences
reflect the priorities of the organisation concerned;
the reinsurance companies mainly concerned with
reliable economic loss data whilst CRED places
more emphasis on the humanitarian aspects. The
key point is to be aware of the levels of uncertainty
attached to such databases and to employ the
statistics with care.

Table 2.4 The total number of disasters, people killed and economic damage in three different disaster
databases for four countries (after Guha-Sapir and Below 2002)

CRED Munich Re Swiss Re
Honduras
Number of events 14 34 7
Number killed 15,121 15,184 9,760
Number affected 2,982,107 4,888,806 0
Total damage ($US million) 2,145 3,982 5,560
India
Number of events 147 229 120
Number killed 58,609 69,243 65,058
Number affected 706,722,177 248,738,441 16,188,723
Total damage ($US million) 17,850 22,133 68,854
Mozambique
Number of events 16 23 4
Number killed 106,745 877 233
Number affected 9,952,500 2,993,281 6,500
Total damage ($US million) 27 112 2,085
Vietnam
Number of events 55 101 36
Number killed 10,350 11,114 9,618
Number affected 36,572,845 20,869,877 2,840,748
Total damage ($US million) 1,915 3,402 2,681
Total number of events 232 387 167
Total killed 189,825 96,418 84,669
Total affected 756,139,629 277,490,405 19,035,971
Total damage ($US million) 21,937 29,629 79,180
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well established that poor people are more vulner-
able to the impacts of disaster than the rich. For
example, squatter settlements on the edge of large
cities have a high level of vulnerability because they
tend to be located on sites prone to landslides or
flash floods. The buildings themselves are generally
of poor quality, offering little resistance to flood
water, for example, whilst the density of population
can reach up to 150,000 people per km?. In addi-
tion, although urban areas in general have above
average levels of resistance to disaster, in poor areas
the ability to respond is much lower. Thus, as Figure
2.4 shows, the cliché that in disasters the poor lose
their lives while the rich lose their money is to a
certain degree true. This issue is explored in detail
in Chapter 3.

DISASTER TRENDS

As already indicated, trends in global disaster
occurrence are complex and, in many cases, are also
controversial. Munich Re (2005) examined the

A Number of disasters B Number of people killed

a

C Number of people affected D Estimated damage

o

Figure 2.4 Proportional variations in the disaster
experience between countries of high, medium and low
human development 1992-2001. (A) number of
disasters; (B) number of deaths; (C) number of people
affected; (D) estimated economic loss. Adapted from
CRED database.
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number of recorded great natural catastrophes per
decade, for the period 1950-1999 (Fig. 2.5). The
observed trends are dramatic. In the 1990s, the
number of events was 4.5 times the number
recorded in the 1950s and overall losses increased
from US$48 billion in 1950-59 to US$575 billion
in 1990-99 (based upon 2005 values). Most of this
increase is due to climate-related disasters. In the
1970s and 1980s over 20 countries suffered indivi-
dual natural disasters that killed more than 10,000
people and seven countries lost more than 100,000
lives in a single event.

However, the annual trend in disaster costs is less
clear (Fig. 2.6). Some years show very high values,
like 1995 and 2005 when losses exceeded US$150
billion and through the late 1980s and early 1990s
there was a consistent rise in the costs of natural
disasters. But this trend did not continue during
1996-2003 when losses fell. In 2003, 2004 and
2005 very substantial losses were again incurred,
primarily due to the effects of Atlantic hurricanes,
notably ‘Hurricane Katrina’ in 2005. In general,
over the whole of the period illustrated, there has

Numbe

1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000

m Earthquake, tsunami, volcano or eruption
= Flood
@ Windstorm

O Temperature extremes (e.g. heatwave, drought, wildfire)
Overall lossess and insured losses - adjusted to present
value. The trend curves verify the oncrease in
catastrophe losses since 1950

Figure 2.5 The number of great natural catastrophes
worldwide for the period 1950-2005 (Munich Re
2005).



been a steady increase in the costs borne by the
insurance industry, with ‘Hurricane Katrina’ alone
costing $45 billion. So, although total losses were
greater in 1995 then they were in 2005, mostly due
to the impact of the Kobe earthquake, insured losses
in 2005 reached more than $80 billion compared
with about $15 billion in 1995. Since 1990 global
spending on development aid for the LDCs has
averaged $60-80 billion and this value was
exceeded by disaster costs in about half of these
years.

Some care is needed when examining these eco-
nomic data because the quality of the information
is often poor. For example, Munich Re (2005) esti-
mated that the percentage of natural catastrophes
with good quality reporting of economic losses from
official sources in the period 1980 to 1990 was
approximately 10 per cent. By 2005 this had risen
to about 30 per cent but this still means that, for
two-thirds of natural disasters, reliable data are
unavailable. The margin of error in the estimates for
some losses can be very high and it is possible that
improvements in data quality may partly explain
the rising trend. It should also be noted that,
according to the International Monetary Fund, the
global economy grew from US$7.1 trillion dollars
in 1950 to US$46.5 trillion in 1999, based on 2004
dollar values (Earth Policy Institute 2005). This
6.5 times increase means that the proportion of
global wealth lost to natural disasters has in fact
fallen through time.

There is evidence that — contrary to popular
opinion — any perceptible trend in the loss of life
may well be downwards, at least for some natural
disasters. This interpretation is most widely applic-
able to the MDCs. For example, mortality from
tornadoes and hurricanes in the USA has shown a
long-term reduction when the data are normalised
by the population at risk (Riebsame ez a/., 1986).
This reflects the combined influence of improved
weather forecasting, improved building regulations
and the successful implementation of emergency
evacuation measures. On the other hand, the
economic losses from hurricanes rose steadily during
the twentieth century (Fig. 2.7). Pielke (1997) and
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Figure 2.6 World trend in economic losses from great
natural disasters 1950—2005. Losses in billion US$ at
2005 values. (Munich Re 2005)

Pielke et a/. (2005) have stressed that such trends
are due to societal changes, in particular the
increasing economic vulnerability of coastal areas,
rather than an increase in the incidence of hurri-
canes. Consequently, the USA remains exposed to
great potential loss from future storms, as shown by
‘Hurricane Katrina’ (see Chapter 9). Even when the
really large natural disasters are considered, there is
no clear upward trend in the number of mass fatality
events, although neither is there a downward trend
(Fig. 2.8). If the number of fatalities globally are
considered, excluding the main regions with MDCs
(Europe, Australasia and N. America), it is apparent
that any overall trend is one of a slow decrease
through time, despite the rise in population that has
occurred (Fig. 2.9).

Temporal variations in the occurrence and trend
of disasters result from both physically-driven changes
to the magnitude and/or frequency of damaging
events and human-driven increases in hazard exposure
and/or vulnerability. To draw reliable conclusions
about changes to the occurrence of physical events,
a sampling period similar to the 30-years used for
standard Climate Normals is needed. At present,
almost no large-scale hazardous phenomena have
reliable databases of a sufficient length to allow this
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Figure 2.7 Property damage and loss of life in the

continental United States due to tropical cyclones

during the twentieth century by decade. There is a
broadly inverse relationship between damages and
deaths. After Pielke and Pielke (2000).

type of analysis, although the construction of
medium-term catalogues of earthquakes using
historical records is an important current activity.
Short sampling periods can produce misleading
patterns — notably on disaster impacts — because of
the concentration in time of a few unrepresentative
disasters, such as the occurrence of some high-
magnitude events during the 1970s. It is inevitable
that decadal-scale variations will occur in the hydro-
meteorological processes responsible for many
disasters, such as tropical cyclones, the strength of
the Asian monsoon and El Nifio/La Nifia. Evidence
is starting to emerge about these variations, and
their links with longer-term climate change, but the
picture remains far from clear. Tectonic processes
should not display any noticeable variations on
human timescales, and any coincidental clustering
of disparate events in time should not be over-
interpreted. However, it has now been proposed by
some scientists that the transfer of stress from a
section of fault that ruptures to an as yet unruptured
section can be a mechanism that allows earthquakes
to cluster in time.
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Figure 2.8 Trends in the occurrence of natural disasters
resulting in the deaths of more than 10,000 people
from 1970 to 2004, grouped in five-year periods.
Adapted from CRED database.

Because the rate of change in socio-economic
conditions is greater than that of large-scale natural
processes, there is general agreement that some
human populations have become more vulnerable
to hazards in recent years, despite the many positive
steps taken to reduce disasters (Changnon et /.,
2000). Once again, some caution is necessary. To
produce fully comparable data, it would be necessary
to standardise death totals according to the number
of people at risk (to compensate for population
growth) and to standardise the economic totals for
price inflation (to compensate for changes in
monetary value), and this is rarely done. However,
while the numbers of fatalities from environmental
hazards as a whole — and from natural hazards in
particular — are probably declining slightly, the
number of people affected by these events is rising
(Guha-Sapir ¢t al., 2004). As shown in Figure 2.9,
there has been a clear increase in the number of
people affected by natural disasters since the mid-
1980s. This increase matches the increasing
recording of natural disasters during this time.

There are various reasons why disaster impact
may increase, even if the frequency of extreme
geophysical events remains unchanged:
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Population growth

The overall number of people exposed to hazard is
increasing, largely because about 90 per cent of the
growth is taking place in the LDCs. In these
countries, human vulnerability is already high
through dense concentrations of population in
unsafe physical settings. Continued population
growth outstrips the ability of governments to
invest in education and other social services and
creates more competition for land resources. In the
very poorest countries, the human use of natural
resources has created a problem of food security and
fragile livelihoods. Only a quarter of the people in
Africa have access to safe drinking water and
drought can lead to widespread famine. Yet, in all
countries where families survive by supplying
labour and the oldest members depend on support
from the young, the pressure for large families
persists. Conversely, the demographic trend in the
MDC:s is creating a rise in the elderly population
who need specialist support in disaster. For example,
in the UK about 70 per cent of the adults cate-
gorised as disabled are aged 60 years or over.

Land pressure

It is estimated that about 850 million people live in
areas suffering severe environmental degradation. In
many LDCs more than 80 per cent of the population
is dependent on agriculture but many are denied an
equal access to land resources. Poverty forces the
adoption of unsustainable land-use practices, often

I

I

I

promoting deforestation, soil erosion and over-
cultivation. Land subject to such problems is often
more vulnerable to hazards such as floods, landslides
and droughts. In many cases, governments try to
overcome pressures on land resources through
increases in the efficiency of farming practices. Such
‘modernisation’ of agriculture often leads to
enhanced problems. In the tropics, capital-intensive
plantation agriculture displaces farmers from their
land whilst the construction of reservoirs for irri-
gation water reduces the seasonal flooding necessary
for flood-retreat agriculture. Low-lying coasts have
been made more vulnerable to storm surge by the
clearance of mangrove forests for fish farming, salt
production and tourist development. Inland, the
drainage of wetlands leads to a loss of common
property resources such as fisheries and forests. As
dietary habits change, traditional crops are likely to
be replaced with a consequent potential loss of
biodiversity and genetic resources. These changes to
the agricultural base often result in population
movements to urban centres.

Urbanisation

Rural-urban migration, driven by local land pres-
sure and global economic forces, is concentrating
people into badly built and overcrowded cities. In
particular, the rise of the mega-city has created
a new and daunting scale of hazard exposure
(Mitchell, 1999). Some 20-30 million of the
world’s poorest people move each year from rural to
urban areas, driven by a perception of economic
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Plate 2.1 Extensive devastation at Aceh, northern Sumatra caused by the tsunami that affected much of South Asia
on 26 December 2004. Aceh was the closest landfall to the offshore earthquake and, in this area, only the mosque
remained standing. (Photo: Dermot Tatlow, PANOS)

opportunity and, in many case, a desire to escape
rural conflicts. Already some of these cities, exposed
to destructive earthquakes and other hazards, have
between one-third and two-thirds of their popu-
lation in squatter settlements. According to Davis
(1978) rural-urban migration can cause squatter
settlements to double in size every 5—7 years, about
twice as fast as the overall growth rate for cities in
LDCs. The rural migrants generally represent the
poorest urban dwellers. In much of the Indian
subcontinent, for example, much of the rural-urban
migration has been to cities with high seismic
and/or windstorm risk. Apart from a location on
unsafe sites, urban slums generally have poor water
supplies and sanitation. Coupled with poor diets,
this results in inadequate nutrition and endemic
disease.

The problem is not restricted to the LDCs
however. In the MDCs coastal cities exposed to
hurricanes have grown rapidly, often with little
consideration of the threats posed by storm surges
and other perils. Others are located in seismically
active areas, like the west coast of the USA and
Japan, where loosely compacted sediments or
landfill sites will perform poorly in earthquakes. A
real concern in many MDCs is the potential for
massively destructive fires to break out in the
aftermath of large earthquakes. Such fires proved to
be disastrous in the aftermath of the Kobe earth-
quake but many earthquake-prone cities have little
or no preparedness for this threat.



Inequality

Disaster vulnerability is closely associated with the
economic gap between rich and poor. Friis (2007)
demonstrated that each year over 5 million children
worldwide die because of an inadequate diet, whilst
FAO (1999) estimated that about 800 million
people, which is one-sixth of the population of
LDCs, do not have access to sufficient food to lead
healthy, productive lives. In Asia and the Middle
East, about one-third of the population lives in
poverty, a proportion that rises to nearly 50 per cent
in sub-Saharan Africa, where the number of food-
insecure people has doubled since 1970. The UN
has reported that some 20 per cent of the global
population controls 86 per cent of the global wealth
(UNDP 1998). Indeed, the richest 225 people in
the world have combined assets that exceed $1
trillion, more than the combined wealth of the
world’s 2.5 billion poorest people.

National disparities continue to increase, thereby
exacerbating vulnerability. For example, in Chile the
wealthiest 20 per cent of the population expanded
their control of national income from around 50 per
cent to 60 per cent between 1978 and 1985. Over
the same period, the income share of the poorest 40
per cent of the population fell from 15 per cent to
10 per cent. (IFRCRCS, 1994). Whilst it is simple
to note that inequality is a key factor in vulner-
ability, the reasons for this is less obvious. Relevant
factors include the actual levels of poverty, the
failure of effective insurance systems in poor
countries and the difficulties of implementing
building design codes. Some of these factors are
reviewed in Chapter 4.

Climate change

Global warming will bring significant changes in
the world’s climate. Over the coming decades, the
expected temperature change will be greater and
faster than at any time in the past 10,000 years. The
likely physical consequences range from more
frequent inundations of some low-lying coasts,
especially where natural ecosystems such as salt
marsh or mangroves have been removed, to
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increased river flow from snowmelt in alpine areas.
It is probable that the most significant effects will
be experienced in countries highly dependent on
natural resource use and that they will influence
activities such as agricultural development, forestry,
wetland reclamation and river management. Future
shifts in disease patterns may threaten animal and
human populations. The overall result is likely to
widen the gap between LDCs and MDCs because
the impacts will be most severe on ecosystems
already under stress and for countries which have
few spare resources for adapting to, or mitigating,
climate change.

Political change

The richest countries are reducing their commit-
ments to internal welfare and to the international
community. For example, in many western count-
ries, health spending per person has declined since
1980 in real terms and the role of the welfare state
has been deliberately reduced. Over Eastern Europe
and the former Soviet Union, the collapse of com-
munism has removed the influence of the state with
respect to health care, education and social pro-
vision. State paternalism has been replaced by an
unregulated scramble towards free-market ideals in
which the weakest members of society are ill-
equipped to compete. For a number of years the
volume of development aid declined, resulting in
greater vulnerability as aid agencies were left to fill
the welfare role vacated by governments. More
recently, this trend has been partially reversed and
international commitments have been made to
reducing global poverty through, for example, debt
relief. However, such pledges for the future are
subject to the vagaries of political realities at the
time and there is no guarantee that increases in aid
will be continued in the longer-term.

Economic growth

Economic growth, especially in the wealthy
countries, has increased the exposure of property and
infrastructure to catastrophic damage. Along with
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the growing complexity and cost of the physical
plant responsible for the world’s industrial output,
capital development has ensured that each hazard
will threaten an increasing amount of property,
unless steps are taken to reduce the risks within
cities and on industrial sites. Partly in response to
the growing shortage of building land, some of the
growth has occurred in areas subject to natural
hazards, whilst man-made hazards involving the use
of toxic chemicals and nuclear power have added to
the loss potential. The availability of increased
leisure time has led to the construction of many
second homes built in potentially dangerous loca-
tions, such as mountain and coastal environments.

Technical innovation

New technology can be viewed as a means of
mitigating disaster through better forecasting
systems and safer construction techniques. This is
frequently the case but, as a society becomes increas-
ingly dependent on advanced technology, so the
potential for disaster rises if, and when, the tech-
nology fails. New high-rise buildings, large dams,
building construction on man-made islands in
coastal areas, the proliferation of nuclear reactors,
the reliance on mobile homes for low-cost housing,
more extensive transportation (especially air travel)
are all examples of such trends. In the LDCs the
introduction of low-level technology, such as the
building of a new road through mountainous
terrain, may increase landslides through the creation
of cuttings through steep slopes, and some ‘modern’
concrete houses constructed to low standards may
well be unable to withstand earthquakes.

Social expectations

Vulnerability to hazards can be increased as a result
of rising social expectations. People have become
much more mobile in recent years and expect to be
transported around the world in the minimum
elapsed time irrespective of adverse environmental
conditions, such as severe weather. A highly secure
level of service is expected from many weather-

dependent enterprises, such as energy supply or
water supply. Many people and business enterprises
now rely heavily on information technology. In
December 2006 a comparatively small seafloor
earthquake to the south of Taiwan caused damage
to submarine cables providing internet access and
telephone services to much of east and south-east
Asia. As a result, Taiwan, Hong Kong, Japan,
China, Singapore and South Korea suffered dis-
ruption to their communication networks with
substantial economic implications. In other environ-
ments, the drive for greater competition in com-
merce and industry has often resulted in reduced
manning and smaller operating margins. In turn,
these apparent improvements allow less scope for
an effective corporate response to environmental
hazard.

Global interdependence

The functioning of the world economy works
against the LDCs. Most of the Third World’s export
earnings come from primary commodities for which
market prices have been low during most recent
decades. The LDCs have little opportunity to pro-
cess and market their own produce and are depen-
dent on manufactured goods from the industrialised
nations. These goods are often highly priced or tied
to aid packages. The progressive impoverishment of
the small-scale farmer, combined with a foreign debt
burden that may be many times the national annual
export earnings, takes resources away from long-
term development in a process that has been
described as a transfusion of blood from the sick to
the healthy. The cycle is reinforced when natural
disaster destroys local products and undermines
incentives for investment. Major disasters now bring
shortages in neighbouring regions and create floods
of international refugees. The repercussions are truly
global and Figure 2.10 illustrates how the effects of
a disaster can extend from the victims in the
immediate hazard zone to reach the world through
the media and appeals for aid.
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Figure 2.10 A disaster impact pyramid.
Awareness of the disaster spreads from the
small number of people most directly
affected in the hazard zone to the global
population via the mass media.
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COMPLEXITY IN HAZARD
AND DISASTER

INTRODUCTION

On 28 October 1998, ‘Hurricane Mitch’ made
landfall on the coast of Honduras as a Category 5
hurricane — the strongest category of tropical
cyclone. Over the next three days it slowly crossed
Honduras, Nicaragua and Guatemala leaving a trail
of destruction caused by the strong winds and the
exceptional rainfall (Fig. 3.1). The results were
devastating. By 2 November at least 11,000 people
had been killed and a similar number were reported
missing. Most of the deaths occurred as a result of
mudslides and flash floods which also caused
economic damage estimated at over US$5 billion in
areas that were already poor. The storm left a legacy
of destruction in Central America that is still
apparent today. Nine years later, on 4 September
2007, ‘Hurricane Felix’, another Category 5 storm,
made landfall on the border between Honduras and
Nicaragua at almost the same location as ‘Mitch’
(Fig. 3.2). It also slowly tracked across Honduras,
Nicaragua and Guatemala over the next few days
bringing strong winds and intense rainfall. But this
time, the losses were far less. For example, the
estimated number of fatalities was about 135, less
than 1 per cent of the number caused by ‘Hurricane
Mitch’. The economic damage represented just a
fraction of that caused by the previous storm.

Although the two hurricanes were of a similar size
and intensity, and also followed similar tracks, the
disaster impact was vastly different. Why should
this be so? The response given by an observer to this
question will probably be influenced by the disaster
paradigm to which he or she subscribes (see Chapter
1). Those following the behavioural paradigm, in
which the forces of nature are considered to be the
dominant factor in disaster causation, would
probably argue that the actual strength of the
processes experienced on the ground was different.
For example, they might argue that the key factor
determining loss was the intensity and duration
of rainfall and that this was much greater for
‘Hurricane Mitch’ than for ‘Felix’. Consequently,
more destructive floods and landslides occurred.
On the other hand, a follower of the development
paradigm would most likely believe that, although
the precipitation characteristics are important
in storm impacts, the main cause of loss was the
vulnerability of the local population and their
assets. In this context, they might well claim
that post-event disaster reduction measures, put in
place after ‘Hurricane Mitch’ had been successful
in mitigating the impact of the second hurricane.
Such measures might have included improved
buildings located away from hazardous locations,
better emergency responses and perhaps even a
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Figure 3.1 The track of
‘Hurricane Mitch’ as it passed
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reduction in the number of people living in extreme
poverty.

Such arguments are clearly over-simplistic but
they do illustrate the polarity of views offered by the
two key paradigms of hazard and risk that have
dominated the disaster scene over recent decades. In
the last five years or so, researchers and disaster
managers have grown increasingly dissatisfied with
the limitations imposed by these two perspectives.
As a result, the complexity paradigm, briefly intro-
duced in Chapter 1, has started to emerge. This
paradigm is based upon a much wider movement in
the natural and social sciences to embrace a concept
seen as increasingly important in disciplines as
diverse as physics, linguistics, oceanography, evolu-
tionary biology, economics, political science and
mathematics. It is presently a young and immature
field but seems likely to have a major influence in
the future.

THE COMPLEXITY PARADIGM

Complexity theory originated in theoretical areas of
mathematics and physics in the late 1970s. Through
time, it has evolved from an equation-based theory
into a social science model and become increasingly
important in understanding the ways that human
systems operate. As the development of these ideas
is not yet complete, this is a dynamic and exciting
field. The theory has, at its core, the idea of a system
consisting of a group of components that, together,
combine to produce some result. For example, a
system might be a river, a human society or even the
global atmosphere. Although people have studied
the ways in which systems operate for many years,
the general approach taken was to simplify the
model as much as possible by using basic equations
to simulate the inputs, outputs and internal flows
associated with the system. In this sense, theorists
have tended to look at natural or social systems
almost as a machine that has been designed to
produce an observed output.

For example, a river can be seen as a mechanism
for delivering water from the interior of a landmass

to the coast. Of course, this is not really the case as
the river has not been designed; it has formed
naturally and its various components have evolved
as the river system itself has developed. Once the
systems model has been created, it is quite easy to
model the way it operates. Since different compo-
nents interact to produce a ‘designed result’, the
model can be used to simulate the effects of changes
in the components or in the materials entering or
leaving the system. For example, a river system
model can simulate the effects of increased rainfall
(a change in the input) or a straightening of the
channel (a change in the components) on the river
flow. Unfortunately, such models offer only rela-
tively crude representations of natural and human
systems working in the real world.

Complexity theory is a possible means of
reducing this over-simplification. The approach
starts from the premise that real-world systems
consist of large numbers of individual elements,
each of which interacts with many other elements
in a variety of ways. It is recognised that these
elements cannot be simplified by grouping them
together — as is done in traditional systems theory
— and that the individual interactions between the
components are often important and complex. This
might suggest that many natural and social systems
are too complicated to understand but this is not the
case. Although a system consists of many com-
ponents, very few, if any, of the individual compo-
nents can change the overall system in a substantial
manner. What is important is that each element can
affect those elements with which it interacts and
that these interactions determine the state of the
overall system. In complexity theory, any modelling
of the system requires that the interactions between
the components are understood. It is the interactions
between components — rather than the components
themselves — which create what is termed emergent
bebavionr and the final model output.

Complexity theory can be applied to environ-
mental hazards on the basis that disasters result from
the interactions that occur between, and within, the
natural and social worlds. This is a more holistic way
of viewing risk than the more established paradigms



because complexity encourages consideration of the
interactions within the social system (complexity
within a population affected by a hurricane), inter-
actions within the hurricane itself (complexity
within the atmosphere) and the interactions
between the atmosphere and the human population.
To some extent, complexity theory builds on the
foundations of the two more-established paradigms
and, arguably, incorporates the best elements of
both.

Hurricane ‘Mitch’ was one of the first disasters to
be interpreted within the framework of complexity.
Comfort er al. (1999) examined the underlying
reasons why this event caused such devastation,
although the focus was almost solely on the social
components of the disaster. It was argued that
individuals, organisations and governments inter-
acted in highly complex — but essentially unin-
formed ways — that sometimes led to failures of
environmental, technical and organisational systems
under the stresses imposed by the hurricane. To be
fully relevant, the complexity paradigm has to be
taken beyond the social sciences. In reality, the
‘Hurricane Mitch’ disaster — like most others — was
caused by highly complex interactions within, and
between, the natural and social systems of the
various countries involved. Each of the interacting
factors might have operated within a range that was
not, in itself, exceptional but particular coincidences
led to a disastrous outcome. If any of the contri-
buting factors had been different, the outcome could
well have been different. In some future Category 5
hurricane, the factors will almost certainly interact
differently and a larger (or a smaller) disaster is
likely to occur.

COMPLEXITY AND EMERGENT
BEHAVIOUR

Emergent behaviour describes how the output from
a system evolves from the interactions between the
components. An example is a football league table.
The positions of the teams, at the end of each season,
are determined by all the interactions (matches)
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during the season. It is impossible to predict the
results of the individual matches with certainty
because each depends on a range of complex factors,
such as the weather, the health of the players, the
judgement of the referee, etc. Some results are easier
to predict than others. It is easier to predict the
result for a good team matched against a poor team
than it is to predict the outcome of a game between
two poor teams. The form of the final table is also
predictable within limits. The league champions are
usually drawn from perhaps two or three top teams
and the team that comes bottom is rarely a major
surprise. Thus, although the interaction of the
components is difficult to understand, the emergent
behaviour of the system is easier to forecast.

Just occasionally a football league table throws up
a major surprise. For example, a team that was
considered to be very good may suddenly collapse
and finish bottom. A weak team may have a late-
season winning streak and finish in the top four. The
experience of the good team finishing bottom might
occur because of an unforeseeable combination
of events, perhaps several key players becoming
injured at the same time. The team starts to lose.
The players then lose confidence at the same time as
their opponents begin to believe that they can be
beaten. The effect is a spiral of decline that is hard
to stop, resulting in a disastrous outcome, at least
for that team.

In summary, complexity is the individual inter-
actions between the elements in a system whilst
emergence is the behaviour that results and is often
forecastable. From time to time, a ‘surprise’ emerges
(i.e. an unforseen event occurs) as a result of these
interactions. This can be termed ‘chaos’ (see Box
3.1). Of course, in comparison with most human
and natural systems, a football league table is a very
simple system. The global climate, rainforest bio-
diversity, river floods, political systems and eco-
nomic indicators, are all highly complex systems but
with some forecastable outcomes. For example, in
the case of a national economy, countless financial
decisions are made by individual commercial organ-
isations, government agencies and people but the
cumulative outcome that results is often quite
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Box 3.1
COMPLEXITY AND CHAOS

Complexity and theory are overlapping scientific
ways in which to look at complex processes. Chaos
theory developed in response to a need to under-
stand how apparently simple systems could
develop very complex styles of behaviour. The key
pioneer was an American meteorologist called Ed
Lorenz who, in the 1960s, was trying to use what
was — by today’s standards — a very simple com-
puter to run a simulation of the weather. He found
that minute changes in the input parameters led
to big changes in the outcomes of the model as the
effects became magnified through the model. This
is now often called the busterfly effecz. This
envisages that a butterfly flapping its wings in
Europe might eventually create a cascade effect in
the atmosphere sufficient to change the trajectory
of a typhoon in Asia.

Complexity theory looks at the same problem but
from a different perspective. Complexity theory
recognises that although there are billions of
butterflies in the world, each flapping its wings
thousands of times, typhoons occur every year in
Asia at times that are fairly predictable and in
well-known locations. Therefore, complexity is
concerned with how highly complicated systems
can generate simple outcomes. It looks at how the
behaviour of the system emerges from the complex
interaction of the components through a process
that is called se/f-organisation. The way in which
millions of individual people interact to create a
city that usually functions with clearly defined
structures is an example of self-organisation.

stable. Just occasionally, the system goes through a
shock that was not foreseen — like a stock market
crash — as a result of these interactions within the
system.

Most natural and human systems undergo spec-
tacular upheavals from time to time. These large
shifts are sometimes foreseen but they may also
occur as a surprise to everyone. For example, there
is considerable evidence that the Earth’s climate has
undergone sudden, radical changes in the past and
Adams ¢t al. (1999) described how conditions
changed during the end of the Younger Dryas
period, a phase of intensely cold temperatures about
12,000 years ago. At that time, temperatures in the
UK were as much as 5°C colder than at present for
a period of about 600 years. However, this cold
period ended abruptly and, over a period of just 40
years, the climate warmed by as much as 7°C (Taylor
et al., 1997). Political and economic systems have
also undergone rapid change in historic times.
Examples include the collapse of communism across

most of Eastern Europe and the Soviet Union around
1989 and the global economic crisis, known as the
Wall Street Crash, in 1929.

Traditional attempts to explain such rapid
changes have relied on relatively simple cause-and-
effect relationships. For example, the Younger Dryas
warming has been attributed to a sudden reduc-
tion in the amount of solar energy reaching the
Earth. Complexity theory suggests that we should
examine these events in a different way. Thus, the
global climate can be seen as the result of complex
interactions between the many elements in the
earth-atmosphere system. If the system starts to
change, the interactions will also change. The result
might be an amplification of a change that is already
underway. In this situation, a minor change in one
element may cause changes in other components
sufficient to trigger a cascade throughout the system
that produces a major overall change. In the case of
the Younger Dryas warming, the initial warming
may have been triggered by an increase in solar



activity. The increased energy output then caused
positive feedback loops to operate and accelerate the
warming process, leading to an abrupt shift in the
mean global temperature.

In the vast majority of cases, minor changes do
not propagate through the system and amplify
change in this manner. It is much more usual for an
initial change in one component to be damped-out
by other elements within the system. This leads to
relatively predictable emergent behaviour. On the
other hand, it is known that sudden large-scale
shifts can take place and it is important to under-
stand the processes involved. All too often, such
shifts are regarded as aberrations indicating that,
in some way, the system has broken down. In fact,
such events are better viewed as evidence that the
system is operating, perhaps temporarily, in a
new way.

COMPLEXITY AND DISASTERS

How can the complexity paradigm be applied to aid
the understanding of environmental hazards, risk
and disasters? The concept is already used to
describe the workings of some natural and socio-
economic systems. For example, an earthquake
might be considered as the result of a minor rupture
on a fault plane that then triggers other ruptures,
setting off a cascade of seismic stress along the fault
that we recognise as the damaging event. Similarly,
a thunderstorm may originate as a small pocket of
air that is forced to rise by convection but then
creates wider instability that develops into a storm.
Socio-economic systems are also characterised by
complexity as exemplified in the fluctuating value
of shares on the stock market and the way obscure
websites sometimes become global phenomena
almost over-night.

Disasters occur at the interface between natural,
or quasi-natural, systems and human systems.
Therefore, it is logical to suggest that the inter-
actions between human and natural systems can also
be characterised by complexity. This feature can be
illustrated using a model of DNA. In Figure 3.3,
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the social and physical systems are shown as two
strands that are twisted together to form the well-
known double helix. Linking the strands together
are numerous interactions which serve to shape the
structure. The strands and the interactions between
them together form the physical-human structure
that emerges, in much the same way that the DNA
structure forms the building blocks for life.
Although previous paradigms have emphasised
either one strand or the other, the complexity
paradigm accords them equal weight and clearly
emphasises the links between them.

Figure 3.3 The DNA model of
complexity in disaster
causation. The model views
disaster causation in the same
way as DNA underpins life. For
DNA, two strands of DNA are
joined and intertwined. In the
disaster model, one strand
represents the social system and
the other the natural system.
The two strands are twisted
together to form the double
helix, representing the fact that
the two elements are inherently
interwoven and interlinked.
Disasters arise not from one
strand or the other, but from
the complex interactions
between them.
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A disaster also results from the changing pattern
of the social and physical strands and their inter-
actions. Some definitions of disaster concentrate on
its aberrant nature and on the temporary collapse of
the socio-economic system (see Chapter 1). For
example, Hilhorst (2004) noted that disasters in the
LDCs are traditionally seen as an interruption to the
development process, characterised by politicians
and others squabbling over how many years a
country has been ‘set back’ by the event. Instead, it
can be argued that a disaster is a phenomenon that
results from the way in which a system is structured
and that it is a consequence of development rather
than something that impinges upon it. Viewing a
disaster in the context of complexity encourages a
focus on the interactions between physical and
human processes in a more even-handed and subtle
way than that offered by the earlier paradigms.

COMPLEXITY IN ACTION

The relevance of these ideas can be illustrated with
reference to a detailed case study. On 26 December
2003 an earthquake occurred in southern Iran. The
magnitude of the earthquake was not particularly
large and was recorded as M, = 6.6. On average,
about one earthquake of this magnitude occurs every
week worldwide. However, the disaster impact was
devastating. According to Bouchon ez «/. (2006), an
estimated 26,000 people were killed in the area of
the ancient city of Bam, shown in Fig 3.4. What
were the reasons for these unexpectedly high
impacts?

The earthquake occurred at 5:26 a.m. (local time)
as a result of a rupture along about 15 km of the
previously identified Bam Fault which is located
close to the city of Bam. The earthquake was
shallow, with an estimated hypocentre depth of
about 7 km. Instrumental data suggest that the city
itself was subjected to just 15 seconds of shaking
(EERI, 2004) but, in that time, 70 per cent of the
houses in the city of 140,000 people collapsed
completely. Included in the destruction were all
three main hospitals, the city fire station and large

numbers of residential properties. Particularly
noticeable was the almost total destruction of the
ancient citadel of Bam, the world’s largest adobe
building complex, parts of which were 2,400 years
old.

In the aftermath of the earthquake, various
attempts have been made to explain the severity of
the disaster given the comparatively small size of
the earthquake. Most earthquakes of this size have
almost no impact. These explanations have been
rooted in either the behaviour or the structural
paradigms.

Behavioural paradigm explanations

These tended to focus on the nature of the ground
shaking induced by the earthquake. One line of
argument concentrated on the earthquake rupture.
Peyret ¢t al. (2007) used a comparison of satellite
images collected before and after the earthquake to
map the fault that was active during the earthquake.
They suggested that the rupture occurred not on the
Bam fault but about 5 km to the west at a location
where no surface evidence of a fault existed. This
would mean that the release of seismic waves
occurred almost directly under the city and that the
intensity of shaking was very high. On the other

The
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Figure 3.4 A location map of the city of Bam, Iran,
which was largely destroyed in the December 2003
earthquake.



hand, Bouchon ez #/. (2006) argued that the rupture
initiated on a fault to the south of the city and then
propagated northwards. This directed the earth-
quake straight at the urban area and this was
responsible for the high level of ground shaking.
Whichever of these mechanisms is correct — and
note that they are not mutually exclusive — the net
result was the unusually high intensity of ground
shaking at Bam. A strong motion seismometer
located within the city recorded peak ground acceler-
ations of about 0.8 g in an east-west direction, 0.7 g
north-south and 0.98 g vertically (Ahmadizadeh and
Shakib, 2004). These are high values, notably in the
vertical direction. The earthquake damage zone
was only about 16 km?, a fact supporting the view
that the disaster was caused by localised shaking
intensities that coincided with the city. The United
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Nations damage assessment team estimated that
some 90 per cent of the building stock of the city
suffered damage in the range 60—100 per cent whilst
the remaining 10 per cent of buildings were
damaged by 40—60 per cent (EERI, 2004). Amongst
other things, this suggests that the intensity of
shaking was sufficiently high to ensure that most
buildings would have been destroyed, even if they
had been seismically reinforced.

Development paradigm explanations

These emphasised the exceptional vulnerability of the
buildings to the earthquake stress. As in most
earthquakes, the vast majority of the fatalities were
due to collapsed buildings. Particular attention has
been drawn to the loss of life under the adobe

Plate 3.1 A young boy, with his siblings, cycles through a neighbourhood of Bam, Iran, severely damaged by the
earthquake of December 2003. Thousands of adobe-built houses were destroyed and over 30,000 people were
killed. (Phoro: Shehzad Noorani/ Majority World, STILL PICTURES)
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buildings in the Bam citadel (EERI, 2004).
However, Langenbach (2005) noted that, although
the vast majority of adobe buildings did collapse,
the loss of life was not confined to these structures.
In the citadel itself, only three people were trapped
in the rubble, one of whom was successfully rescued.
Some domestic residences were also constructed in
this way. When collapse occurred almost no voids
were left in the structure, so that few people sur-
vived burial. Perhaps surprisingly, the vast majority
of fatalities occurred in buildings that were less than
30 years old. One substantial and well-constructed,
fired-brick structure within the citadel and erected
post-1974 survived without any evidence of
cracking.

The adobe structures collapsed for two chief
reasons. First, recent reconstruction of older,
traditionally built, adobe structures was of poor
quality. Indeed, older, unrepaired buildings fared
much better than did sections that had been
reconstructed in the late twentieth century. Kiyono
and Kalantari (2004) and Ahmadizadeh and Shakib
(2004) examined the causes of collapse in adobe
residential buildings and found that the cement
used in their construction contained too much sand.
Adobe buildings typically have very heavy roofs and
no reinforcement of the walls. When even a single
wall collapsed, the roof fell in and led to the destruc-
tion of the entire building. Second, many structures
had experienced extensive damage from termite
activity that also weakened them. During the
shaking, these weakened walls effectively burst open
and collapsed.

The poor performance of most buildings in the
Bam earthquake highlights the inadequate appli-
cation of the Iranian seismic building code. The Bam
area had suffered no previous large earthquake in
historic times and, although the Bam fault had been
identified, the area was not considered to be at high
seismic risk. The lack of code enforcement interacted
with the vulnerability of the buildings and with the
mechanics of the earthquake to create disaster.

Apart from the poor quality of the building stock,
certain factors associated with the lack of preparedness
of the authorities also contributed to the disaster.

Akbari ez al. (2004) noted that, during the
earthquake, all three main hospitals, 100 per cent
of urban health centres and 95 per cent of rural
health centres were destroyed. One-fifth of health
professionals in the area were killed and most of the
remainder were incapable of providing support due
to injuries and post-traumatic stress disorder.
Although rescue teams were quickly mobilised, they
struggled to reach the stricken area for the first
two nights. Many of those injured did not receive
urgently needed medical attention and died.
Interviews with nurses engaged in primary care after
the earthquake suggest that the medical provision
was also hindered by the lack of prior training of the
health professionals and a lack of coordination,
especially where overseas health teams were involved
(Nasrabadi et /., 2007).

The initial search and rescue operations were
hindered by the destruction of facilities belonging
to the emergency services. EERI (2004) noted that
the main fire station in Bam collapsed, crushing the
fire engines and killing some firefighters. Most
trapped people were rescued by other survivors, with
much of the work conducted manually. The first
organised rescue teams did not arrive until nightfall
on the first day, twelve hours after the earthquake
and their operations did not really start until the
next morning. Night-time in Bam during January
is very cold, with temperatures dropping sub-
stantially below freezing, and it is likely that a
substantial number of trapped victims died of
hypothermia during this first night (Moszynski
2004). Although they generated a great deal of
publicity, the impact of the international rescue
teams was limited. A total of 34 international teams
arrived in Bam from 27 countries, but in total they
saved just 22 people. In contrast, it is estimated that
local people recovered over 2,000 people from
damaged buildings in the first few hours after the
event (EERI 2004).

There was also a notable lack of coordination
between the international agencies and the Iranian
army. Under legislation passed in 2003, the Iranian
Red Crescent Society was mandated to play the lead
role in the disaster response. In practice, this led to



serious tensions with the Iranian army, especially
over the use of aircraft, which further hindered the
rescue and recovery effort IFRCRCS, 2004).

The Bam Earthquake from a
complexity perspective

A re-examination of the Bam earthquake from a
complexity perspective avoids some simplistic
interpretations of the disaster. Complexity theory
can be used to understand the occurrence of the
earthquake itself. For example, some authors have
considered earthquakes to result from complex
interactions between structures and stresses in a
fault zone (Shaw, 1995). But the Bam earthquake is
interesting mainly because the impact of the event
was so severe relative to the physical magnitude. It
is in understanding the disaster impacts that
complexity theory offers most insights.

It is possible to visualise this disaster using the
Swiss Cheese model (see Box 3.2). In order for the
earthquake to become a disaster, a series of inter-
acting and cumulative events had to occur. If any of
these events had occurred in a different way, the
outcome at Bam would also have been different. The
following events were required for the earthquake
to become a major disaster:

1 The rupture dynamics The Bam earthquake
rupture occurred not on the known fault but
Skm to the west and closer to the city. This
meant that the intensity of the shaking at Bam
was more intense. If the rupture had occurred on
the main fault, the nature of the shaking at Bam
might have been different and the disaster
possibly averted.

2 The direction of rupture The rupture started from
the south and progressed northwards towards
Bam. This directed the earthquake waves at the
city. If the rupture had started in the north, and
propagated southwards, the magnitude of shak-
ing would have been lower.

3 Thetiming of the rupture The earthquake occurred
at about 5:30 a.m., when most people were asleep
in their houses. The collapse of the buildings
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appears to have occurred over a period of about
15 seconds, giving the population very little
chance to escape. If the earthquake had struck
during the day, fewer people would have been
indoors and been able to move to safer locations.
Most importantly, because most of the industrial
buildings performed well in the earthquake,
more people would have survived if they had
been at work (EERI, 2004).

4 Structural integrity of buildings There is evidence
that many of the adobe buildings collapsed as a
result of damage caused by termite infestations.
Comparatively simple measures to protect against
this threat would have reduced the number of
building failures. More modern construction
practices appear to have fared even worse. A
proper application of the appropriate building
code could have prevented the destruction of
some of these structures.

5 The cold nights The sub-zero night-time tempera-
tures in mid-winter probably killed people
trapped within the rubble. If the earthquake had
occurred during a different season, especially
spring or autumn, the warmer temperatures
would have prevented some deaths.

6 The loss of medical facilities The almost complete
destruction of the local medical facilities meant
that emergency assistance was not available to
victims in the crucial hours immediately after the
earthquake. This inevitably had a large impact
on survival rates.

7 The response of the authorities The longer-term
emergency response by both national and inter-
national agencies was sub-optimal and this also
contributed to the low survival rate after the
earthquake.

The occurrence of each of the first five of the above
factors was crucial for the earthquake to cause the
great level of destruction. If any of these factors had
operated in a different way — for example, if the
earthquake had occurred at a different time of day,
if the rupture had propagated from the north, if the
buildings had been stronger, or if the night-time
temperatures had been less cold, then the outcome
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of the event would have been quite different.
Importantly, it is the interaction between these
factors that meant that it was a disaster — for
example, the coincidence of exceptionally high
levels of ground shaking with adobe buildings that
had already been weakened by termites. In terms of
the buildings alone, a multitude of individual deci-

sions led to the combination of several structural
weaknesses. The final two points affected the final
outcome to some extent but probably did not
change the overall shape of the disaster.

The key issue is that the same magnitude of
earthquake would have caused a dramatically
different outcome if any one of the interacting

Box 3.2
REASON’S SWISS CHEESE MODEL

The Swiss Cheese model of disaster causation is more
technically known as the cumulative act effect model.
It was first proposed by the psychologist James
Reason in 1990 to explain accidents caused
by human failings. Reason was looking at the
defences that organisations establish to prevent
accidents. He suggested that these defences could
be thought of as slices of Swiss Cheese lined up
one behind the other (Fig 3.5). The holes in the
pieces of cheese were considered to be the weak-
nesses in each line of defence. Reason argued that
an accident occurs when holes in all of the slices
align. If even one hole is out of line, then the
defence works and the accident is averted. Reason
called the case in which all the holes align ‘a
trajectory of accident opportunity’, which permits
the accident to occur.

This type of model of accident causation has
found very strong application in the prevention of
air accidents. The aviation industry is very
conscious of safety and many barriers to accidents
are put in place. These include very conservative
aircraft design, with an underlying principle that
the failure of no single component should allow
an accident to occur; careful selection and training
of pilots; and well-established accident response
procedures. The rare accidents that do occur tend
to be the result of multiple failures, perhaps
involving the aircraft, the training and the pro-
cedures all at the same time. This has highlighted
that even where an accident can be attributed to a

Successive layers
of controlling factors

Resultant
disaster

Figure 3.5 The Swiss Cheese model of disaster
causation as proposed by Reason (1990). In this
model, a disaster can only occur when a number of
different circumstance arise simultaneously. Each of
these circumstances is represented by a hole in the
cheese — the disaster occurs when they all line up.

single mistake by a single person, there is usually
a series of events that provide a context for that
mistake to have occurred.

In terms of so-called natural hazards, a disaster
is also thought to occur as a result of a series of
coincidental processes. For example, the magni-
tude of the ‘Hurricane Katrina’ disaster would
have been reduced if the hurricane had taken a
different route away from New Orleans, if it had
made landfall at low tide, if the levees had been
built, or maintained, better, or if New Orleans had
been evacuated more promptly.




factors listed above had been different. The recog-
nition that disasters emerge as a consequence of the
interaction of a series of factors is now commonly
used in some areas of risk planning. In particular,
the aviation industry, which has a strong interest in
understanding the processes of accident causation,
has adopted this approach. It is also used by emer-
gency planning agencies and within the medical
profession when considering patient safety.

COMPLEXITY AND DISASTER
REDUCTION

It is sometimes argued that this approach renders
the understanding of disaster impacts a hopeless
task because the complexity of the interactions that
cause the disaster are essentially unknowable and,
therefore, disasters are unpreventable. However,
those adopting the complexity paradigm believe
that knowledge of the inherent complexity within
systems provides an insight into their operation and
their management. For example, the complexity
model suggests that disasters often occur as a result
of a catastrophic chain of events. Breaking this chain
would prevent, or at least reduce, the scale of the
developing disaster. In the case of Bam, some of the
elements in the chain could not be altered (e.g. the
timing of the earthquake) but others could (e.g. the
termite infestation of the buildings). These methods
have been used to examine the likely impact of other
large hazard events. For example, Comfort (1999)
examined the management of seismic crises from a
complexity perspective, arguing that, because the
interactions between individuals and agencies define
the effectiveness of disaster response, so the design
of management structures should reflect this. For
example, it is important to ensure that communi-
cation links are well-established, resilient and
dynamic before the event.

Above all, the application of the complexity
paradigm provides a framework for environ-
mental hazard mitigation that is genuinely inter-
disciplinary, encouraging natural and social scient-
ists to work together. It encourages breaking the
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constraints of the traditional paradigms. For
example, it requires natural scientists to recognise
the importance of socially-based approaches to risk
reduction and to help to formulate them. It
encourages social scientists to recognise that, in
some cases, a better understanding of the hazard
itself will greatly assist in risk reduction, and that
measures to address the physical process might be
required. For too long a schism has existed between
these two groups. The possibility that they might
become more integrated is to be welcomed.
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RISK ASSESSMENT AND MANAGEMENT

THE NATURE OF RISK

It is often said that the Chinese word for risk, wei ji,
combines the characters meaning ‘danger’ and
‘opportunity’. Another interpretation is ‘precarious
moment’. What is important is that both trans-
lations show that risk is not a purely negative
concept and that uncertainty usually involves some
balance between profit and loss. Indeed, the global
financial and insurance markets, upon which the
global economy depends and which are a source of
enormous fortunes for some, are essentially risk-
driven. The reality is that there is some risk
associated with every aspect of life. Such risk cannot
be eliminated but it can be assessed and managed in
order to reduce the impacts of disaster.

Risk assessment is a key part of this process,
involving the evaluation of the significance of a risk,
either quantitatively or qualitatively. Quantitative
risk assessment is increasingly expressed as:

RISK = Hazard X Elements at Risk X Vulnerability.

Quantitative risk assessment is a process understood
by only a minority of the public and has not even
been attempted for all environmental hazards. Even
when risks have been quantified, the level of
uncertainty associated with the estimate is usually
high. It is clear that all estimates of risk need to be

expressed in a way that is more accessible to lay
people because great care is needed to explain what
is meant by the uncertainties associated with any
estimate.

In terms of disaster reduction, the main practical
process is risk management which aims to lower the
threats from known hazards whilst maximising any
related benefits. Potentially, almost every person and
organisation has something to contribute to risk
management but achieving optimum safety involves
controversial value judgements. There are major
difficulties in deciding what is an acceptable level
of risk, who benefits from risk assessment and
management, who pays and what constitutes success
or failure in risk reduction policy.

As Keeney (1995) stated, a sound approach to risk
requires both good science and good judgement.
Neither risk assessment nor risk management can
be divorced from choices that, in turn, are condi-
tioned by both individual beliefs and circumstances,
and by the complexity of the wider society. Most
people make decisions and take actions about
hazards based on their personal perception of the
associated risk. Therefore, risk perception has to be
regarded as a valid component of risk management
alongside more scientific assessments. Distinctions
are often drawn between objective and perceived risks.
This is because individuals perceive risks intuitively



and often quite differently from the results obtained
by more objective assessments that are based on
financial cost—benefit models (Starr and Whipple,
1980). Care must be taken to ensure that it is not
assumed that an objective risk is necessarily correct
or that it always leads to better outcomes than those
based on perceived risk. The history of risk assess-
ment is littered with examples in which technical
assessments have proven to be incorrect. Resolving
the conflict between the outcome of technical risk
analysis and more subjective risk perception is a
major problem in hazard management.

The type and degree of perceived risk varies
greatly according to location, occupation and life-
style, even between individuals of the same age and
gender, and also between nations (Rohrmann,
1994). Furthermore, perceived risk is highly
dynamic on all time-scales. For example, the
perception of the risk of terrorism increased greatly
in the aftermath of the 11 September 2001 attacks
in the USA, even though, in reality, the risk from
terrorism to any particular citizen remains very low
when compared with more common threats.

When dealing with individuals, it is common to
classify risks into two main categories:

o Involuntary vrisks are those associated with
activities that happen to us without our prior
knowledge or consent. As such they are often
seen as external to the individual. So-called
‘Acts of God’, such as fires or being struck by
lightning or a meteorite are considered to be
involuntary risks, as is exposure to environmental
contaminants. Sometimes these risks are per-
ceived by the individual but they are often seen
as inevitable or uncontrollable, as in the case
of earthquakes. Most of the hazards considered
in this book represent involuntary risks to
individuals as consequences of living in a hazard-
prone environment.

o Voluntary risks are those associated with activities
that we decide to undertake, such as driving a
car, riding a motorbike or smoking cigarettes.
These risks, which are willingly accepted by
a particular individual, are generally more
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common and controllable. Also, since they are
undertaken on an individual scale, they have less
catastrophe-potential. The scope for control of
voluntary risk is usually exercised either through
modifications of individual behaviour (for
example, by stopping smoking or ceasing parti-
cipation in a dangerous sport) or by government
action (for example, the introduction of safety
legislation such as a requirement to wear a crash
helmet when riding a motor cycle). Human-
induced hazards, including risks from tech-
nology, are usually placed in this group.

This division between risk categories is less clear
than it appears. For example, while cigarette
smoking and mountain climbing are obvious cases
of voluntary lifestyle activities, the same cannot be
so firmly stated for driving a car, which may be an
essential form of transport for people in remote
areas. The alternative to working in a dangerous
chemical factory may be unemployment. In other
words, a risk is more voluntary than another risk if
its avoidance is connected with a greater personal
sacrifice on the part of the risk-bearer. Some
floodplain dwellers may elect to buy a home that is
cheaper than an equivalent property in a safer part
of town. Such a decision can be both voluntary and
economically rational. These issues are further
complicated by the poor levels of knowledge that
most people have of the actual levels of voluntary
risk. Poor understanding means that, in many cases,
the decisions made are not rational in terms of the
facts.

Most people react differently to voluntary
risks compared to risks imposed externally. In a
pioneering study of public attitudes towards various
technologies, Starr (1969) attempted a correlation
between the risk of death to an individual, expressed
as the probability of death per hour of exposure to
a certain hazardous activity Py, and the assumed
social benefit of that activity converted into a dollar
equivalent. Figure 4.1 shows that there were major
differences between voluntary and involuntary risks,
with people being willing to accept voluntary risks
with a P, value approximately 1,000 times greater
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than that of involuntary risks. Voluntary risks such
as driving, flying and smoking were accepted even
though they produced a risk of death of one in
100,000 or more per person per year, while the
involuntary risks exposed people to a risk of about
one in 10 million or less per person per year. Fell
(1994) found that the acceptable level for risks
perceived as involuntary varied between a frequency
of 107> and 107° per year compared to between 10~
and 10~ per year for voluntary risks. Starr also found
that the acceptability of risk from a given tech-
nology was approximately equal to the third power
of the benefits, i.e. the technologies with the greater
dangers also have the greater assumed benefits. Later
workers, such as Slovic ¢f 2/. (1991) have suggested
that these trade-offs between risks and benefits are
not always made because perceived dangers
influence attitudes more strongly than perceived
benefits. This interpretation is most likely for so-
called ‘dread’ hazards like nuclear power.

Given that the provision of absolute safety is
impossible, there is great sense in trying to
determine the level of risk that is acceptable for any
activity or situation. Accgptable risk is the degree of
loss that is perceived by the community or relevant
authorities to be tolerable when managing risk. It
is a much misunderstood term. For example, it does
not describe either the level of risk with which
people are happy or even the lowest risk possible.
Fischhoff ez #/. (1981) concluded that the term really

describes the ‘least unacceptable’ option and that the
associated risk is not ‘acceptable’ in any absolute
sense. As a result, the term rolerable risk is often
used, i.e. the level of risk that is tolerated rather than
accepted. In reality, tolerable risk is a highly complex
and dynamic concept because the the actual level of
tolerable risk varies according to a wide range of
factors. These include the severity of the risk itself,
the nature of the potential impacts, the level of
general understanding of the risk, the familiarity of
the affected people with the risk, the benefits
associated with the risk and the dangers and benefits
associated with any alternative scenario.

It is important, when specifying the level of
acceptable or tolerable risk, to be clear about the
people 2o whom it is acceptable. Actual behaviour
does not necessarily reflect the optimum choice. For
example, in the case of a consumer buying a car, the
mere act of purchase need not imply that the
product is safe enough, just that the trade-off with
other forms of transport is the best available. In this
instance, the risk is tolerated, not accepted. There
are many factors that influence the consumer’s
choice of a car and, perhaps surprisingly, statistics
on the safety of the vehicle are rarely high on the list
of priorities. This is also true of other decisions
where risk perception is just one element in the
decision-making process.

In summary, there is no fully objective approach
to risk decisions and, since there is often uncertainty

Fignre 4.1 Risk (P) plotted relative to 10
benefit and grouped for various types of
voluntary and involuntary human activities
involving exposure to hazard. The diagram
also shows the approximate third-power
relationship between risks and benefits.

The average risk of death from disease is
indicated for comparison. After Starr (1969).
Reprinted with permission from Science 165:
1232-8. Copyright 1969 American
Association for the Advancement of Science.
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about the best way to manage hazards and risks,
quantitative analysis is best viewed as a partial,
rather than as a complete, function.

RISK ASSESSMENT

Following the work of Kates and Kasperson (1983),
it is now established that risk assessment has three
distinct steps:

e The identification of hazards likely to result
in disasters — what hazardous events may
occur?

¢ The estimation of the likelihood of such events
— what is the probability that it will occur?

e The evaluation of the social consequences of the
hazard — what is the likely loss created by each
event?

In reality, the process is often more complex than
this because there is an additional need to under-
stand the magnitude of the event and how it may
affect risk outcomes. For example, the probability
of occurrence of an avalanche is related to its volume,
with larger avalanches occurring less often (i.e.
being less probable). But, in terms of risk to people,
even the frequency — volume relationship may not
be the full story because the hazardous nature of the
event could well be influenced by the velocity of the
flow as well as its volume.

SYSTEM A SYSTEM B
Excess pressure Relief valve fails? Pipe seal fails?
in pipeline?
p =0.40
P =040 Yes
Yes
p =0.60
No
p =0.01
Yes
p =0.60
INITIATING No
EVENT
p=0.99
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Assuming that these problems can be overcome,
the statistical analysis of risk is based on theories of
probability. When analysis is undertaken, risk (R)
is taken as a product of probability (p) and loss (L):

R=p*L

If every event resulted in the same consequences, it
would be necessary only to calculate the frequency
of occurrence. But, as already indicated, environ-
mental hazards have variable impacts. Therefore, an
assessment of damaging consequences is also
required (see Box 4.1). For many threats, especially
technological hazards, the available data of past
events is rarely adequate for a reliable statistical
assessment of risk. In these cases event and fault tree
techniques are used (Fig. 4.2). These use a process
of inductive logic that can be applied whenever a
known chain of events must take place before a
disaster can occur.

MAGNITUDE - FREQUENCY
RELATIONSHIPS

Many natural hazards can be measured objectively
on a scientific scale of magnitude or intensity,
e.g. earthquakes (the Richter and Mercalli scales);
tornadoes (the Fujita scale); hurricanes (the
Saffir-Simpson scale). Unfortunately, these scales
are imperfect and often measure just one process
that might cause damage. So, for hurricanes, the

Figure 4.2 A probabilistic
event tree for a

OUTCOME

OUTCOME  PROBABILITY 1,y chetical gas pipeline
accident. The performance

Release of Gas  0.0016 of Safety systems Aand B
determines the outcome

No Release 0.0024 probability of the
initiating event.
Diagram refined courtesy

NoRelease  0.0060 of Dr J. R. Keaton,
personal communication.

No Release 0.9900
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Box 4.1
QUANTITATIVE RISK ASSESSMENT

From experience, it is known that n different,
mutually exclusive, events E ... E_may occur.
These events might be a series of damaging floods
or urban landslides but the effectiveness of the
method depends heavily on the availability of a
good database. Thus, the method is less
satisfactory for rare natural events, such as large
magnitude earthquakes, or for some technological
hazards, such as the release of radionuclides from
nuclear facilities.

From historical data, it can be determined that
event E. will occur with probability P, and cause
a loss equivalent to L., where ; fepresents any of
the individual numbers ... and L, ... L,
are measured in the same units, e.g. £ sterling
or lives lost. It is assumed that all the possible
events can be identified in advance. Therefore,
p,*+pP,---p, =1L

After arranging the n events in order of
increasing loss (L,< ... <L), the cumulative
probability for an individual event can be
calculated as P, = p, + ... p . This specifies the
probability of the occurrence of an event for which
the loss is as great as, or greater than Lj, as shown
in Table 4.1.

If we can categorise all possible events in terms
of the property loss (expressed in £ sterling), it
may be possible to produce a risk analysis along
the following lines:

Property Probability (p) Cumulative
loss (£) probability (P)
of exceedance
0 0.950 1.000
10,000 0.030 0.050
50,000 0.015 0.020
100,000 0.005 0.005

This theoretical example shows that there is a
95 per cent chance of no property loss and only a

Table 4.1 Basic elements of quantitative risk analysis

Event Probability  loss*  Cumulative probability
E P, L Pr=p,+...+p,=1
E P, I Po=p,+...+p,

B P L, Fo=Pa

Note: *Arranged in increasing order (L, <. .. <L ).
Source: After Krewski et al. (1982)

2 per cent chance of a property loss of £50,000 or
greater.

In some circumstances, it may be necessary or
desirable to produce a summary measure of risk
(R). This can be done by calculating the zota/
probable loss:

.+pL

1°° n n

R=pL

In this example, R would be £1,550.
Alternatively, the maximum loss could be calculated.
This is a rather extreme summary that ignores
the probability of occurrence and takes the risk
to be equal to the maximum loss which, in
this case, would be £100,000. Because of the
skewed distribution, another way would be to
take a given percentile loss, for example 98 per cent
level of loss.

The same methodology can be applied when
damaging events cause loss of life. For the above
example, an appropriate tabulation might be:

Number Probability Cumulative
of deaths probability
0] 1.000 0.990
1 0.010 0.006
2 0.004 0.003
3 0.001 0.001

Source: After Krewski et al., 1982.




Saffir-Simpson scale measures only the maximum
sustained wind speed, whereas the actual damage
might be caused by wind gusts, storm surge or the
intense precipitation associated with hurricanes
(Chapter 9). Even where a scale can incorporate all
damaging phenomena, the event magnitude alone
is a poor guide to disaster impact. This is partly
because the nature of the impact depends not just
upon the event itself but also on the nature of the
environment in which it is occurring. Thus, an
earthquake on a submarine fault might generate a
tsunami, whilst one in a mountain chain cannot.
Even more significantly, the impact depends upon
the degree of physical exposure and human vulner-
ability of the communities that are threatened by
the event. This vulnerability is not static but
changes over time as both the human population,
and the environment in which it is situated, evolve
(Meehl et al., 2000).

As was mentioned in the previous section, the
magnitude (size or intensity) of hazardous processes
is often inversely related to the frequency of its
occurrence. For example, large earthquakes occur
much less often than small ones and major disasters
usually result from the rare occurrence of a large
event. The energy release from the 2004 Boxing Day
earthquake, which killed about 250,000 people,
was about 100 times that of the 2005 Kashmir
earthquake, which resulted in 74,500 deaths.
Consequently, the five largest events in the
twentieth century were responsible for over half of
all the earthquake-related deaths.

When the magnitude of an event is plotted
against the logarithm of its frequency, it often
exhibits the type of relationship shown in Figure
4.3A. The recurrence interval (or return period) is the
time that, on average, elapses between two events
that equal, or exceed, a given magnitude. A plot of
recurrence intervals versus associated magnitudes
(Fig 4.3B) produces a group of points that also
approximates a straight line on a semi-logarithmic
graph. The analysis of extreme events using
probability methods relies on the assumption of
uniformitarianism — i.e. a belief that past processes
and events are a good guide for the future. It is most
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appropriate for hazards unaffected by human activity.
For example, it is reasonable to assume that global
tectonic processes, driven by large-scale geological
forces, have remained fairly constant through time.
This probability approach is less suitable for those
environmental processes that are known to have
changed, especially during recent human history.
Thus, there may well be a marked change in the
magnitude-frequency relationship for a flood in a
drainage basin if extensive deforestation occurs.
Setting such limitations aside, probability-based
approaches are often used to show the size of the
floods that might be expected once every year, every
10 years, every 100 years and so on. But, whilst a
100-year flood has a probability of 1:100 of occurring
in any one year, and an estimated average return
period of a century, in practice such a flood could
occur next year, or not for 200 years, or it could be
exceeded several times in the next 100 years.
Despite such uncertainties, probability-based
estimates help engineers to design and build many
key structures in hazard-prone areas. The list
includes dams and levees for flood control, nuclear
power plants to be protected against storm surges
and hospitals in earthquake zones which must
be protected against collapse during shaking.
Engineers usually plan on the basis of a design event,
which is the magnitude of the hazardous event that
a structure is built to withstand during its lifetime.

LOGARITHM OF
FREQUENCY
LOGARITHM OF
RECURRENCE INTERVAL

MAGNITUDE MAGNITUDE
Figure 4.3 Generalised relationships between the
magnitude and (A) the frequency and (B) the return
period for potentially damaging natural events. A few
very high magnitude events are responsible for most of
the recorded disasters.
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The actual return period for the design event varies
according to the nature of the hazard and the
vulnerability of the elements at risk. As an example,
large dams on major rivers are often built to
withstand the 1:10,000 year flood because the
consequences of failure would be catastrophic for
downstream communities. On the other hand, in
the UK, railway bridges are generally designed to
withstand the 1:100 year flood event as the
consequences of any failure are less catastrophic.

Magnitude-frequency relationships are widely
used in many other aspects of hazard management.
For example, a mortgage lender might well wish to
know the magnitude-frequency relationship of flood
risk, during the average mortgage span of 30 years,
for new houses built on a flood plain. Figure 4.4
shows the risks of an event being equalled or
exceeded during this period. A flood as high, or
higher, than the 50-year flood has a 45 per cent
probability of occurrence but, if the 100-year return
period is chosen, the probability drops to 26 per
cent. This is valuable information for an insurance
company. If the company can assess the probability
of a claim being made, and the likely cost of that
claim — which will be partly controlled by the
magnitude of the event — then the insurance
premium can be determined appropriately. If the
estimate of the probable losses is too high, then the
insurance premium will also be high and may prove
to be uncompetitive. If the estimate is too low, then
the insurance company stands to make a loss from
the large number of claims.

THE ANALYSIS OF EXTREME
EVENTS

Most extreme event analysis is concerned with the
distribution of annual maximum or minimum
values at a given site, such as the strongest wind
gust or the largest flood. This process can be
explained using an example of annual maximum
wind gusts in order to assess the potential for
windstorm damage. In this case, data are available
on the annual maximum wind gusts recorded at

Tiree in western Scotland over the 59-year period
from 1927 to 1985. The first step is to give a
ranking (m) for these events, starting with m = 1
for the highest recorded wind gust, m = 2 for the
next highest, and so on in descending order. The
return period or recurrence interval Tr (in years) can
then be computed from

Tr (years) = (n + 1)/m

where m = event ranking and n = number of events
in the period of record. The percentage probability
for each event may then be obtained from
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Figure 4.4 The probability of occurrence of floods of

various magnitudes during a period of 30 years (the
length of a standard property mortgage).



P (per cent) = 100/Tr.

The annual frequency (AF) is given by
1/Tr (years) = AF.

Figure 4.5 shows the Tiree wind gusts plotted using
the return period calculation described above. The
data fall on a straight line, illustrating the link
between magnitude (gust speed) and frequency
(probability). From this it is possible to estimate the
return period corresponding to any desired gust
speed, or the speed that has a given return period.
However, great care is needed in extrapolating to
gust speeds that are greater than the available data
(in this case about 100 knots) as there is a high level
of uncertainty in the data — in fact there is almost
certainly a value of gust speed that represents a
theoretical maximum. Equally, any extrapolation
much beyond the time period for which the data are
available also introduces uncertainty.

In practice, the use of a design event often extends
beyond the dataset in terms of both time and the
event size and the errors can be substantial. It is for
this reason that much effort is currently being
expended in earthquake engineering — for example
— to extend the instrument records by analysis of
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Figure 4.5 Annual maximum wind gusts (knots) at
Tiree, western Scotland, from 1927 to 1985 plotted in
terms of probability and return period.
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historic documents in order to determine the occur-
rence and size of previously unrecorded events. The
situation is worst for exceptionally rare, very large
magnitude hazards, such as tsunami, for which there
is no statistically valid dataset of previous events. In
such cases, the only viable approach is to examine
the geological record to provide evidence for
modelling scenarios of either previous, or future,
events.

In all probability-based approaches, the reliability
of the results depends on the quality of the database.
Ideally, each event in the database should be drawn
from the same statistical population, should be
independent and should follow a known distri-
bution curve. For example, each of the maximum
wind gusts in the Tiree dataset is independent —
they are maximum annual gusts and each value
must be from a different storm event — but they are
all caused by cyclonic storms, and are drawn from
the same population. Other environmental pheno-
mena are not necessarily independent. Earthquake
occurrence is not random in time as the magnitude
of the event depends in part upon the amount of
strain energy that is stored up in the crust. When a
large earthquake occurs, at least part of this strain
energy is released. This reduces the immediate
likelihood of another large event on the same section
of fault until the strain energy has built up again.
On the other hand, the stress may have been trans-
ferred onto other local faults, increasing the chance
of an earthquake on a fault nearby.

It should be noted that, whilst it is sometimes
assumed that the statistics of the distribution of
events is best described by a Normal distribution
function, this is not always the case. Daily rainfall
data, for example, have a skewed, rather than a
Normal, statistical distribution with resulting com-
plications for probability analysis. Other problems
arise, as mentioned in the previous section, when
past records are used to predict future conditions on
the assumption that there will be no change in the
causative factors. This assumption, known as
stationarity, ignores the possibility of environmental
change. Many changes can occur naturally over very
long periods but changes to environmental systems
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resulting from human activities are very important.
Indeed, in terms of some near-surface geophysical
processes, like rainfall generation and floods, almost
all the relevant systems have probably been affected
to some degree by human activity over the last
century. The prospect of climate change also means
that the existing statistical distributions are unlikely
to provide a reliable estimate of future events.

The nature of such changes, when expressed in
statistical terms, are complex. Changes in the
frequency of hazardous events can often be expressed
most simply as changes in the mean and standard
deviation of the dataset. Figure 4.6 illustrates a
climate-change situation in which the mean remains
constant but the variability, expressed by the
standard deviation, increases. Thus, the frequency
of both ‘high’ and ‘low’ extreme events increases
relative to the thresholds which define the relevant
social band of tolerance. This might simulate
climate change that leads to both colder winters and
warmer summers, as measured by air temperature.
On the other hand, Figure 4.7 shows the conse-
quences of an increase in the mean value, but with
no change to the variability (i.e. to the standard
deviation) with constant variability. This might
simulate the effects of climate change in which a
location undergoes a net warming without a major
change to the weather patterns. In this case the
frequency of ‘high’ extremes relative to the thres-
hold rises, whilst the incidence of ‘low’ extremes
falls. Needless to say this effect would be reversed
with a lower mean value.

In reality, environmental change might cause
changes to both the mean temperature and the
variability. It might also change the actual shape of
the distribution. For this reason, accurately fore-
casting the impacts of climate change on the occur-
rence of environmental hazards is very challenging
and in most cases is beyond the capabilities of
existing models. One important complication is the
non-linear relationships that exist between driving
factors and the hazards themselves, such as between
sea-surface temperatures and the formation of
tropical cyclones (see Chapter 9). The probability
function for most hazardous process is very sensitive
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Figure 4.6 The effects of a change to increased
variability on the occurrence of extreme events. Both
the upper and lower hazard impact thresholds are
breached more frequently as a result of the increased
standard deviation, although the mean value remains
constant. An actual example is provided on a
temperature scale.

to changes in the mean value (Wigley, 1985). A shift
in the mean value of only one standard deviation
would cause an extreme event expected once in
twenty years to become five times more frequent.
Similarly, the return period for the one-in-a-
hundred year event would fall to only 11 years, an
increase in probability of nine times. This is a key
reason why it is often stated that the impacts of
atmospheric hazards will greatly increase as a result
of climate change.

A final challenge lies in understanding the
changing sensitivity of societies to environmental
hazards. Some possibilities that give rise to increased
risk of disaster are shown in Figure 4.8. Case (a)
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Figure 4.7 The effects of a change to an increased mean
value on the distribution of extreme events. The shift to
a higher mean results in an increased frequency of
hazard impacts from ‘high’ magnitude events balanced
with a corresponding reduction in ‘low’ magnitude
events.

shows a constant band of social tolerance and a
constant variability of the element in question but
a decline in the mean value of the hazardous element
(perhaps a decrease in temperature). Case (b)
represents a constant band of tolerance and constant
mean but an increased variability (perhaps a trend
to greater fluctuations in annual rainfall). Finally, in
case (c) the variable does not change but the band of
tolerance narrows and vulnerability increases
(perhaps because population growth places more
people at risk).

RISK PERCEPTION AND
COMMUNICATION

It is often stated that there are two main ways in
which risk is perceived — the objective (statistical)
view and the subjective (perceived) view. At one
extreme, objective perception occurs when the risks
are scientifically assessed in a dispassionate way. All
the risks and their consequences are assumed to be
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Figure 4.8 Possible changes in human sensitivity to
environmental hazard due to variations in physical
events and the extent of socio-economic tolerance
(shown as a shaded band). In each case the frequency of
hazard and potential disaster increases through time.
After de Vries (1985).

accurately assessed without bias. At the other end
of the scale lie the subjective viewpoints of risks
when an individual determines the degree of risk
based on their own experience without any scientific
validation of the results.

In reality these two approaches are not polar
opposites. The perceived risks viewpoint may well
integrate a considerable body of scientific know-
ledge. On the other hand, even the most ‘objective’
risk evaluations involve a wide range of value
judgements, such as the ways in which different
impacts are compared. The model of decision-taking
most widely employed in the hazards field is that of
individual choice which exists when perception acts
as a filter through which the decision-maker views
the ‘objective’ environment. Faced with the com-
plexities of natural and human systems, for which
there is an imperfect knowledge base, the decision-
maker inevitably has to seek an optimum, rather
than ideal, outcome. Kates (1962) stressed that
such choices are based on the individual ‘prison of
experience’. As a result, hazard victims and hazard
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Plate 4.1 Temporary shelters built on top of a house at Motihari, Bihar State, India during the 2007 South
Asian floods. Many residents, with their livestock, took similar refuge following flash flooding caused by
heavy monsoon rains that displaced over 12 million people from their homes in India alone. (Photo: Jacob
Silberberg, PANOS)

managers tend to respond to environmental risk in
different ways.

Objective risk assessment is the consequence of a
scientific process. It follows a highly specialised,
formal procedure that must be undertaken by
experts. The practitioner consciously seeks to
exclude all emotive aspects associated with personal
preferences in order to produce valid, reproducible
results. Subjective risk assessment, on the other
hand, is not the result of a formalised process and
depends on a strong element of personal experience.
Therefore, the resulting perception is not repro-
ducible in a scientific sense. Indeed, this individual
view may change greatly through time. For exam-
ple, for many people the perception of the risk of
dying in a tsunami probably changed radically
following the Boxing Day 2004 event, even though

the statistical risk was essentially unchanged. It is
generally considered that all individual perceptions
of risk are equally valid and that, for any given
threat, each individual has the right to choose their
own response.

Whilst there is overlap between the two view-
points, differences between expert risk assessments
and lay perceptions of risk can lead to substantial
problems in the management of hazards (Table 4.2).
An expert might well rate voluntary and involuntary
risks equally, whereas most non-experts show greater
concern for involuntary risks. Additionally, an
objective perspective would suggest that large
infrequent events that take many lives can be seen as
equivalent to frequent hazards that take only a single
life at a time but which, when aggregated over time,
lead to a similar scale of loss. Conversely, in the



perception of most lay people, the dramatic hazards
that take many lives at a time are seen as more sig-
nificant. For example, in the UK on average more
people die each day in road accidents than die each
year in rail crashes but railway accidents retain
higher public profile. This is partly because rail
accidents are considered to be the result of involun-
tary risk and the events tend to produce striking
images for the media. Car accidents are perceived
as the result of voluntary risk, the consequences are
more routine and the number of deaths per event is
low.

Amongst academics controversy exists as to
whether objective or subjective hazard perceptions
should be given prominence in risk management
decisions. On one hand, it is argued that the
outcomes of objective analyses allow risks to be
compared and balanced appropriately. In this way,
rational economic decisions about expenditure on
risk reduction can be made. Indeed, some analysts
consider that non-scientific perceptions of risk are
invalid simply because they arise from subjective
influences. On the other hand, there is an argument
that risk is highly complex, going far beyond simple
probabilistic estimates of mortality, morbidity or
loss. Some incorporation of perceived risk into deci-
sion making is thought to capture public percep-
tions which can be considered to be important for
policy-making within a democratic society.

The latter view accords with the beliefs of many
lay people who often consider that their perceptions
are highly relevant because they do blend some
expert analysis with individual judgement based on
personal experience, social context and other factors.
The public also suspects that limits exist to what
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experts know, a suspicion that is justified in certain
cases (Sjoberg, 2001). High-profile cases do exist
where it has become apparent that experts have
given misleading or incorrect information about
risks. In the UK, key examples include fears about
the risks to children of autism associated with the
triple vaccine for measles, mumps and rubella
(MMR), the link between eating infected beef and
contracting the illness CJD, and incorrect analysis
of the statistical chance of a parent having more than
one of their children suffer from a ‘cot death’.
Members of the public appear to be increasingly
wary of scientific views of risk. This is a recurrent
issue in debates about global warming in which the
— largely incorrect — argument has been made that
scientists over-emphasise the threat of increased
hazard occurrence due to anthropogenic climate
change in order to protect their sources of research
funding.

The reality is that science alone is never likely to
provide definitive answers to risk issues. There will
be ongoing problems in hazard management when
risk analysts expect their conclusions to be accepted
because they are ‘objective’ whilst lay people reject
such interpretations precisely because they ignore
individual concerns and fears. During the most
contentious decision-making, serious breakdowns
in trust between risk managers and the public will
occur. In practice a balance must be achieved.
Whilst community views must be taken into con-
sideration, an over-emphasis upon lay perceptions
of hazard and risk well beyond the results of
objective analyses can lead to the wasting of large
amounts of public resources with only limited
improvements in safety. Furthermore, perceptions

Table 4.2 Some major differences between risk assessment and risk perception

Phase of analysis

Risk assessment processes

Risk perception processes

Risk Event monitoring
identification Statistical inference
Risk Magnitude/frequency
estimation Economic costs

Risk Cost/benefit analysis
evaluation Community policy

Individual intuition
Personal awareness

Personal experience
Intangible losses

Personality factors
Individual action
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of risk can sometimes be driven by unjustifiable
prejudices, which are often amplified through the
media and by politicians. In particular, where risk
perception is used to drive hazard management,
great care is needed to ensure that the results do not
disadvantage minorities in society.

If nothing else, the conflict between technical
assessors of hazard and risk and the public demon-
strates a real need for improved communications
between the two groups. This is especially impor-
tant in the context of the possible increased risks
resulting from global warming. From a practical
standpoint, improved communication should seek
to enable lay people to better understand the results
of objective analyses of risk and also to inform
scientists about the risks that cause greatest con-
cern to the public. However, there are many key
problems associated with communicating complex
technical assessments of hazard and risk to the
public. Slovic (1986) identified the following key

issues that risk communicators face:

e People’s initial perceptions of risk are often
inaccurate.

e Risk information often frightens and frustrates
the public.

e Strongly-held beliefs are hard to modify, even
when the justification for those beliefs is incorrect.
Strongly held pre-conceived views are hard to
change.

e Naive or simplistic views are easily manipulated
by presentation format. When it is stated that
there is a 10 per cent chance of an event occur-
ring, rather than a 90 per cent chance that it will
not, opinions change.

The growth of online sources of information has
complicated matters further. People now have easy
access to a vast range of information and people in
the MDCs can undertake their own independent
background research using the internet. Whilst this
is a valid and empowering trend, the quality of the
information accessed is often very poor and may
reinforce misconceptions.

THE ORIGINS OF RISK PERCEPTION

An individual’s perception of risk is the result of a
complex interaction of factors and is culturally-
determined. The view taken by the community in
which the person lives, and the experience that the
individual has of the hazard itself, are critical
(Garvin, 2001). The cultural environment is impor-
tant because it provides the overall setting within
which the risk is interpreted. For example, a person
living in a very strong religious community may be
more likely to view the hazard as an ‘Act of God’,
and thus be unmanageable. Past experience is
important because people with personal knowledge
of previous hazard events tend to have more accurate
views regarding the probability of future occur-
rences. So, for example, people moving from rural
areas to live on urban slums on the margins of
large cities may be more vulnerable to landslides
because they are not aware of the threats that such
slopes pose.

Direct experience can also be a powerful incentive
in terms of hazard mitigation, as illustrated by the
hazard-reducing measures taken after the 1971
earthquake at San Fernando, California. Forty-six
per cent of residents in San Fernando and nearby
Sylmar took steps to reduce future seismic hazards,
but this dropped to 24 per cent for the rest of the
San Fernando valley and fell to only 11 per cent for
the Los Angeles basin as a whole (Meltsner, 1978).
On the other hand, some may take the view that
once any disaster such as an earthquake has occurred
the probability of a recurrence is reduced, and thus
there is no need to take further mitigating action.

When direct experience of disaster is lacking, as
it is for most people, individuals learn about hazards
indirectly. The media in general, and television
specifically, is a powerful source of information for
shaping hazard perception. It has already been
shown in Chapter 2 that television reporting is
subject to high levels of in-built bias. Over the
last decade there has also been a marked increase in
the number of television programmes about
environmental hazards and disasters. The internet
is also a significant source of information and



misinformation. Through such influences, hazard
perception is likely to be moulded differently from
more objective risk analysis outcomes. On the other
hand, these information outlets also provide an
opportunity for scientists to modify the community
perceptions of risk. As a result, most science funding
bodies are placing an increasing emphasis on public
understanding of science in general, and of risk in
particular.

Other reasons why lay people perceive hazards
differently from technical experts include geo-
graphical location and aspects of personality. Early
work on floods revealed that rural dwellers often
have hazard perceptions closer to statistically
derived estimates than those of urban dwellers due
to their greater levels of connection with, and
reliance upon, the natural environment. The influ-
ence of personality is often classified according to
the degree to which an individual believes that the
impact of a hazardous event is dependent upon fate
(it is externally controlled) or their own actions (it
is internal control). Clearly a range of views exists
surrounding what is usually described as the “Jocus
of control’. Within this spectrum, three distinct types
of perception can usually be identified. These are:

o Determinism This pattern of behaviour, which is
sometimes called the gambler’s fallacy, occurs
when lay people find it difficult to accept the
random element of hazardous events. This
perception type recognises that hazards exist but
seeks to place extreme events in some ordered
pattern, perhaps associated with regular intervals
or a repeating cycle. In the UK, for example,
there is a common perception that a cold spell on
the eastern seaboard of the USA precedes a
similar cold spell in the British Isles, even
though there is little evidence to support this
view. For certain events, like some earthquake
sequences, this need not be an inaccurate
perspective, but it does not fit the temporally
random pattern associated with most threats.

® Dissonance Although it takes many forms,
dissonant perception of risk represents a denial
or minimisation of risk. Often a past event is
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viewed as a freak occurrence unlikely to be
repeated. In extreme cases the existence of a past
event may be denied completely. Dissonance
is a highly negative form of perception often
associated with people having much material
wealth at risk from a major disaster. For example,
Jackson and Burton (1978) examined the under-
standing of the risks amongst people living in
areas subject to high levels of seismic hazard.
Their study suggested that the populations of
these areas did not consider the hazard to be
troublesome, partly because of the difficulties of
being able to cope with the potential conse-
quences of a large earthquake and partly because
of the difficulties that people have with coming
to terms with continuing vague threats. This
form of threat denial may be an attempt to
conceptualise reality in a way that makes the
extended risk from earthquakes bearable on a
day-to-day basis.

® Probabilism Probabilistic perception is the most
sophisticated type because it accepts that dis-
asters will occur and that many events are
random. It generally accords best with the views
of officials charged with making decisions about
risks. But, in some cases, the acceptance of risk
is combined with a need to transfer the respon-
sibility for dealing with the hazard to a higher
authority, which may range from the government
to God. Indeed, the probabilistic view has
sometimes led to a fatalistic, ‘Acts of God’ syn-
drome, whereby individuals feel no responsibility
for hazard response and wish to avoid any
expenditure on risk reduction.

A key concept in understanding public risk
perception is that of social amplification. This occurs
when social factors and dynamics shape risk
perceptions and exaggerate the threat. As examples,
the perception of risk is often exaggerated when the
risk is new to the individual, when there is a view
that the magnitude of the risk is being hidden in
some way, when there is a belief that the hazard
cannot be controlled, when the individuals exposed
to the hazard are considered to be vulnerable

63



64

THE NATURE OF HAZARD

(particularly if they are children) and when there is
a belief that experts do not understand the risks.
Alternatively, the perception of risk may well be
reduced when either the individual or the group are
not able to relate directly to the hazard, when the
level of reporting of the hazard in the media is
limited or short-term, when there are perceived
benefits associated with the hazard, when there is a
perception that the hazard is well-understood, and
when the responsible individuals are well-trusted.
In the United Kingdom, for example, there has been
a long-standing perception that rail travel is more
dangerous than the statistics suggest, partly because
of the intensity of media interest when accidents

do occur and partly because of a low level of
public trust in the now-defunct track maintenance
company.

Some of the factors that increase or reduce public
risk perception are listed in Table 4.3. Risks are
taken more seriously if they are life-threatening,
immediate and direct. This means that an earth-
quake is normally rated more seriously than
a drought. The type of potential victim can be
significant since risk perception is not restricted to
purely personal concerns. Awareness is heightened
if children are at risk or if the victims are a readily
identifiable group of people. Thus, any threats to a
school party would be amplified. Level of knowledge

Table 4.3 Twelve factors influencing public risk perception with some examples of relative safety judgements

Factors tending to increase risk perception

Factors tending to decrease risk perception

Involuntary hazard
(radioactive fallout)

Immediate impact
(wildfire)

Direct impact
(earthquake)

Dreaded hazard
(cancer)

Many fatalities per event
(air crash)

Deaths grouped in space/time
(avalanche)

Identifiable victims
(chemical plant workers)

Processes not well understood
(nuclear accident)

Uncontrollable hazard
(tropical cyclone)

Unfamiliar hazard
(tsunami)

Lack of belief in authority
(private industrialist)

Much media attention
(nuclear plant)

Voluntary hazard
(mountaineering)

Delayed impact
(drought)

Indirect impact
(drought)

Common hazard
(road accident)

Few fatalities per event
(car crash)

Deaths random in space/time
(drought)

Statistical victims
(cigarette smokers)

Processes well understood
(snowstorm)

Controllable hazard
(ice on highways)

Familiar hazard
(river flood)

Belief in authority
(university scientist)

Little media attention
(chemical plant)

Source: Adapted from Whyte and Burton (1982)



can be important, particularly when related to the
level of belief in the sources of hazard information.
This is a factor in the perception of complex
technological risks, especially if a lack of scientific
understanding is combined with a disbelief of
opinions expressed by technical experts. Age is also
a factor. Fischer ez @/. (1991) found that students
emphasise risks to the environment whilst older
people emphasise health and safety issues. As tech-
nological hazards become more prominent, the
public will increasingly view these as events capable
of some human control. More weight is already
being given to the common hazards, like road
safety. This is significant for countries, like New
Zealand, where the death toll on the roads every six
months exceeds the loss of life due to earthquakes
throughout the recorded history of that nation.

RISK MANAGEMENT

Risk management is the process through which risk
is evaluated before strategies are introduced to
manage and mitigate the threat. Traditionally, risk
management has been undertaken almost entirely
by national governments, primarily through the
implementation of health and safety legislation.
Over the last few decades, however, governments
have increasingly tried to pass this responsibility
to other bodies, including attempts to require
individuals to be more active in risk management.
As Crozier (2005) noted, the key drivers for the
successful management of risk must be an awareness
of a threat, a sense of responsibility plus a belief that
the threat can be managed or at least reduced. In an
ideal world, the risk management procedure follows
a clear set of priorities in which the highest levels of
risk are addressed first. But, in order to develop such
a priority list, a detailed quantitative risk assessment
of all relevant factors and processes is required. This
is a difficult, if not impossible, task not least because
of the need to balance the relative significance of
losses from high and low frequency events. Carter
(1991) showed that, in most cases, the activities
contained in hazard management can be represented
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as a cycle (Fig. 4.9). Risk management itself is often
considered to be focused upon the prevention,
mitigation and preparedness elements of this cycle,
although the other elements are also important.
Prevention, which forms part of this cycle, is only
rarely achievable.

PRE-DISASTER
PROTECTION

l

RISK ASSESSMENT

Hazard identification
Database assembly
Vulnerability mapping
Loss estimation

l

Y

LEARNING REVIEW

Educate teachers and
builders
Train volunteers
Inform politicians

RECONSTRUCTION MITIGATION
Permanent rebuilding Protective structures
Improved design Insurance

Avoid hazard zones Land planning

T i

REHABILITATION PREPAREDNESS

Debris removal Forecast systems
Restore public services Warning schemes
Temporary housing Safe refuges

Stockpile aid
Y
RELIEF EMERGENCY PLANS
Search and rescue Evacuation routes
Medical aid Practice drills

Food and shelter

T

POST-DISASTER
RECOVERY

First aid supplies

A

Figure 4.9 The reduction of risk through pre-disaster
protection and post-disaster recovery activities. The
time-scales needed for the activities shown may range
from hours (emergency evacuation) to decades
(rebuilding damaged infrastructure).
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As already indicated, the framework for successful
risk management is usually set by government
regulation operating at local, regional, national and
even international levels. For example, in the UK
many everyday risks are managed through the laws
originating from both European and British parlia-
ments which are then administered by agencies
such as the Health and Safety Executive and the
Environment Agency. Enforcement might be
undertaken by those bodies, by the police (with
respect to the management of risk on the highways)
or by local authorities. In addition, the British
Standards Institute provides a set of codes of practice
that, although not legally binding, provide appro-
priate guidance to enable organisations to comply
with the legislative requirements. Finally, some
specialised industries may have their own legislative
framework and enforcement system. For example,
the aviation industry is covered by its own set of
laws, agreements and frameworks which, in the UK,
are enforced by the Civil Aviation Authority.

The legal framework for risk management is
supported by a range of other measures, such as the
use of public information programmes that attempt
to inform people of the nature of the hazard, the
purposes and nature the regulatory framework and
the actions that they can take to minimise their own
level of risk. This advice may be backed up by
economic measures such as financial subsidies and
tax credits for compliance together with fines for
non-compliance.

As an example, the authorities in an urban area
with a high level of seismic risk might try to reduce

risk by:

e enforcing a building code that requires all new
structures to be designed to withstand the design
earthquake. Ideally this building code will be
enforced through legislation, with high penalties
(including demolition in extreme cases) being
imposed in cases of non-compliance

e providing tax incentives and subsidies to owners
to encourage them to retrofit existing buildings
in order to meet the building code

¢ educating the public about the building code and

suitable measures of retrofitting buildings. In
addition, programmes promoting a wider public
awareness about the earthquake risk may be
undertaken. Emphasis is often placed on teaching
children how to react because this helps to
protect some of the most vulnerable people in
society and assists in the transfer of information
to adults.

Risk management is only one of many social and
economic goals in society and the resources required
have to be balanced against other demands. In many
LDCs, for example, the management of risk from
natural and technological hazards must be weighed
against reducing poverty, improving health pro-
vision and low life expectancy and providing basic
education. Generally, the amount of risk-related
government spending is small. In the UK direct
public spending on health and safety regulations is
only about 0.1 per cent of total central government
expenditure (Royal Society, 1992). Even then, some
of the investment in increased safety is likely to be
traded-off against other values, such as when
spending on flood defence works leads to greater
property values and economic risk on flood-
plains, the so-called ‘levee effect’ (see Chapter 11).
Consequently, the aim of risk management is not to
eliminate hazard but to reduce threats to an accept-
able level that is compatible with other socio-
economic demands (Helm 1996). Increasingly, risk
management addresses these issues using the
ALARP principle (see Box 4.2).

In most cases, risk management adopts an essen-
tially economic basis for decision making whilst
accepting that safeguarding of human life is a key
priority. This means that there is a need to attribute
an economic value to a human life despite the fact
that many people are uncomfortable with the
notion. A number of approaches have been deve-
loped of which the so-called human capital method
is perhaps the best established. This approach works
on the basis of an individual’s lost future earning
capacity in the event of accident or death. It is a
relatively simple principle, which values the life of
a child at the highest level, but it is clearly flawed
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Box 4.2
The ALARP PRINCIPLE

ALARP stands for ‘as low as reasonably practic-
able’. The principle is applied to risk management
on the assumption that society is faced with a
hierarchy of risks from acceptable through
tolerable to intolerable (Fig. 4.10). Risks in the
intolerable range (at the top of the diagram) are
considered to be too great to bear and must be
addressed more or less irrespective of the financial
costs. Risks in the tolerable range are then tackled
using the ALARP principle that states they should
be reduced as far as is feasible within the wider
economic and social framework. Finally, the lowest
category of negligible risk, is specifically not
addressed through risk management because it
would represent a misuse of resource.

The ultimate aim of risk management is to
reduce all risk to the acceptable level, although,
in reality, this is not achievable. Therefore, a
cost—benefit calculation is required to enable the
prioritisation of resource use. In the UK, the
ALARP approach is embedded in law as a result
of a legal ruling in the European Court of Justice
in 2007.

Unacceptable risk

Tolerable risk

Acceptable
risk

Increasing individual risks and societal concerns

Figure 4.10 The ALARP carrot diagram, which
shows the high (intolerable) risks at the top and the
low (acceptable) risks at the bottom. The region in
between is the “Tolerable Region’, in which risk
should be reduced by as much as is feasible.

in that it places a zero value on those people who,
for whatever reason, are unable to work. A better
approach is willingness to pay, which seeks to
determine how much people would be willing to
pay in order to achieve a certain reduction in their
chance of a premature death (Jones-Lee ¢z /., 1985).
This is preferable because it measures risk aversion,
i.e. the value people place directly on reducing the
risk of death and injury, rather than on more
abstract, long-term concepts. Willingness to pay can
be assessed by questionnaires which ask the respon-
dents to estimate, either the levels of compensation
required for assuming an increased risk, or the

premium they would pay for a specified reduction
in risk. These studies have found that the valuation
of risk should include some allowance for the pain
from, and aversion to, the potential form of death
(e.g. high values for death by cancer) and that
willingness-to-pay tends to decline after middle age
as the risk of mortality from natural causes increases.

As the cycle of disaster management shown in
Figure 4.9 shows, effective risk resolution depends
on the implementation of a sequential series of
actions. The individual stages often overlap but it
is crucial that they operate as a closed loop in order
to draw benefits from experience and feedback.
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Pre-disaster protection

Risk assessment involves the identification of a
hazard, the accumulation of data and the pre-
paration of loss estimates.

Mitigation measures are taken in advance of dis-
aster strikes aimed at decreasing or eliminating
the loss. Various long-term measures, such as the
construction of engineering works, insurance and
land-use planning are used.

Preparedness reflects the extent to which a
community is alert to disaster and covers shorter-
term emergency planning, hazard warning and
temporary evacuation procedures plus the stock-
piling of supplies.

Post-disaster recovery

The relief period includes the first ‘golden’ hours
or days following the disaster impact. After the
initial rescue of survivors, the focus is on the
distribution of basic supplies (food, water, cloth-
ing, shelter, medical care) to ensure no further
loss of life.

The rehabilitation phase involves the following
few weeks or months during which the priority
is to enable the area to start to function again. A

common and expensive priority is the removal of
disaster debris, such as building rubble blocking
roads or food spoiled due to power failure.

® Reconstruction is a much longer-term activity
that attempts to return an area to ‘normality’
after severe devastation. Ideally, improved dis-
aster planning should occur at this stage, e.g. the
construction of hazard resistant buildings.

Many phases of the risk management process have
been improved by the application of information
technology (Box 4.3). But, without adequate feed-
back and learning, risk management is unlikely to
be effective. A closure of the disaster mitigation
cycle through the education of people, both victims
and managers at all levels, is essential. At the com-
munity level, there is a need to understand the capa-
bilities, and the limitations, of hazard mitigation.
This can be done through the use of brochures,
maps, videos and more formal seminars, workshops
and training exercises aimed at improving disaster
response. At the world level, international organ-
isations and relief agencies require greater technical
support in disaster management and need to pool
their resources and experience in order to achieve
global disaster reduction.

Box 4.3

INFORMATION TECHNOLOGY AND DISASTER MANAGEMENT

New technology has led to a much greater empha-
sis on more anticipatory forms of risk assessment
and has also improved the real-time management
of disasters. This has come about through develop-
ments in both communications and information
technology, including applications of satellite
remote sensing, Global Positioning Systems (GPS)
and Geographical Information Systems (GIS).
From the late 1970s, increased computing capa-
city offered fresh opportunities in project planning
and real-time decision-making in emergencies to

a range of organisations. By the early 1990s,
relatively powerful and networked desk-top
computer systems were an integral part of disaster
management operations, especially in the MDCs
(Stephenson and Anderson, 1997). For example,
Drabek (1991) reported a fairly wide use of PC-
based decision-support systems in the USA, espe-
cially during the emergency phase when damage
assessment, route designation for evacuation and
the availability of shelters are critical issues.
Although networked computer systems are prone
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to power failure during disasters, the increasing
reliability of portable radio-based transmission
systems allow communication even when the
ground-based infrastructure is destroyed. Note-
book computers and PDAs can be carried into
remote or devastated areas where GPS technology
permits instantaneous location-fixing and vehicle
tracking. Satellite-based telemetry can then be
deployed for imaging and field survey work.

Satellite remote sensing

Many forms of remote sensing have provided
important advances in disaster reduction, espe-
cially in the LDCs (Wadge, 1994). In general,
Earth observation satellites have supported pre-
disaster preparedness through monitoring activi-
ties while communication satellites have con-
tributed to disaster warning and the mobilisation
of emergency aid (Jayaraman ez /., 1997). The
specific application depends on the task and the
hazard. For example, during the routine moni-
toring and land zoning of a volcanic cone, the
imagery is unlikely to be time-dependent but,
during emergency operations, the information is
urgently required and must be available in all
weather conditions. The type of sensor used
depends on the spatial or spectral resolution
required. Radar data is needed when cloud
obscures disaster areas and a mixture of optical and
infra-red bands is best for wildfire detection.
Integrated techniques are increasingly used — for
example Singhroy (1995) described the use of
synthetic aperture radar (SAR) in assessing
landslide and coastal erosion hazards. Other
applications include lahar monitoring on the
flanks of volcanoes (Kerle and Oppenheimer,
2002). Because of the high cost of development
and launching, Earth observation satellites have
not been deployed as widely as communication
platforms although this situation may change
with the recent emergence of small satellite
technology (da Silva Curiel ez /., 2002).

For many years, hurricanes have been tracked
with the aid of geostationary satellites (e.g.
Meteosat) that provide global cover between S0'N
and 50°S at half-hourly intervals. Such repetition
enables the close monitoring of a storm as it moves
towards landfall. As a result, no tropical cyclone
is now likely to form without detection. However,
forecasting the future track of such storms remains
immensely problematic. A similar situation arises
with tornadoes. These storms are tracked by
geostationary satellites, in combination with
Doppler radar (Ray and Burgess, 1979), in order
to monitor the rotation and the speed of forward
movement of tornadoes.

Satellites provide a cost-effective, global covert-
age of volcanic activity through the detection of
thermal anomalies and plume tracking. Similarly,
large-scale drought monitoring is possible through
changes in surface albedo and the application of a
vegetation index (VI) that measures vegetation
stress (Teng, 1990). This information can be used
for a variety of purposes ranging from encouraging
a change in cropping patterns and irrigation
practices early in a growing season to the late
season estimation of crop yields and their possible
effects on food supplies (Unganai and Kogan,
1998). The mapping of flood-affected areas is also
highly successful because of clear differences in the
spectral signatures for different types of inundation
— standing water, submerged crops, areas of flood-
water retreat, etc. In addition, the topographic
information necessary for hazard zone mapping can
be provided by instruments such as the SPOT and
ERS satellites, which have stereo-imaging for this
purpose. Over the last decade the availability of
very high resolution instruments, such as Ikonos
and Quickbird, have allowed the identification of
individual structures and even earthquake-induced
cracks in the ground (Petley ez /. 2006). This is
now permitting the assessment of damage to be
undertaken remotely.

There are limitations. For example, remotely
sensed imagery needs filtering and correction,
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a process that remains complex and time-
consuming. The very high resolution satellites
typically image each area only every few days. In
addition, the instruments are optical in character,
meaning that they cannot penetrate cloud cover.
Radar instruments can, but the data resolution
is often too poor to allow useful analysis for
short-term damage assessment. High resolution
data is also very expensive to purchase.

A serious attempt to address some of these
issues was made by the establishment of the
International Charter on Space and Major
Disasters in 1999. Almost all of the satellite data
providers are signatories to this charter, which
allows member organisations (mostly government
bodies, international agencies and the major
NGO:s) to acquire satellite data for disaster areas
free of charge. For example, in the aftermath of the
2005 Kashmir earthquake in Pakistan and India
the charter was used to allow the acquisition of
data to assist with the relief operations. However,
the effectiveness of such systems remains limited
by difficulties in analysing the remotely-sensed
data in a timely fashion and the problems of
communicating the analyses to end-users, who are
usually on the ground in an area which has poor
communication networks.

GEOGRAPHICAL INFORMATION SYSTEMS

GIS technology provides a major resource for
disaster mitigation and emergency management.
Many local government offices now routinely hold
archives of contours, rivers, geology, soils, high-
ways, census data, phone listings and areas subject
to flooding, or other hazards, for their area. GIS
is used on PCs at an affordable cost to aid all
aspects of disaster management, including land

zoning decisions, warning of residents and the
routing of emergency vehicles. GIS-based systems
work best for those hazards that can be mapped
at a suitable scale. For example, Emmi and
Horton (1993) presented a GIS-based method for
estimating the earthquake risk for both property
and casualties which can be applied to disaster
planning and land zoning in large communities
whilst Mej{a-Navarro and Garcia (1996) demon-
strated a GIS suitable for assessing a range of
geological hazards backed up with a decision-
support system for planning purposes.

Most success has been achieved with the
monitoring and forecasting of meteorological and
flood hazards. In turn, this has led to improved
warning and evacuation systems. Dymon (1999)
described how GIS models were used to calculate
the height of the potential storm surge before
‘Hurricane Fran’ reached the North Carolina coast
in 1996. Emergency managers in the USA now
use GIS information to identify the areas to be
evacuated when a hurricane is forecast whilst, after
the storm, detailed data on residential locations
can help to verify insurance claims. Potential
vulnerability to disaster, expressed by the location
of the poorest groups, the elderly and women-
headed households, can also be captured in a GIS
in order to promote better emergency responses in
the future (Morrow, 1999). Similar GIS and GPS
technology is also starting to make a contribution
to the alleviation of major humanitarian emer-
gencies in the developing world (Kaiser ez 4.,
2003). Early applications were in the control of
disease outbreaks and other public health areas but
more recent advances in Africa involve large-scale
vulnerability assessment, mortality surveys, the
rapid determination of basic disaster needs (such
as water, food and fuel) and the mapping of
population movements.




A fully integrated approach to disaster reduction
is rarely achieved. It is often difficult to quantify the
combined risks from multiple hazards, especially
those created by low frequency/high magnitude
events. The risks may also be spread very unevenly
between different communities and social groups.
Estimating the costs of mitigation is also proble-
matic, not least for the purpose of saving lives, and
the money spent can vary greatly for the same
statistical degree of risk. When funds are allocated,
institutional weakness, lack of technical expertise
and the poor enforcement of legislation weaken
the effectiveness of disaster reduction strategies.
These factors are a special problem in the poorest
countries. After major disasters in the LDCs, the
country may be heavily dependent on external aid
and the concept of a rapid return to ‘normality’ is
inappropriate. Such disadvantage leads to low
aspirations about the level of risk reduction that can
be achieved (Sokolowska and Tyszka, 1995). Even
in advanced nations, the dominant culture is often
based on a reactive, emergency response to disaster
strikes rather than on a more pro-active strategy that
prevents disaster in the first place.
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THE RANGE OF OPTIONS

In theory, the best response to environmental hazard
is to avoid all danger. In practice, this is impossible
due to development pressures on land. Even after
severe disasters, political and economic inertia
encourage rebuilding on the same — or a nearby —
site. Some small island communities overwhelmed
by disaster have been moved long distances but
relocation may not be permanent. Within two years
of evacuation to Britain following a volcanic
eruption in 1961, most of the population of Tristan
da Cunha, South Atlantic, had returned home.
Similar decisions were faced by the residents of
New Orleans displaced by ‘Hurricane Katrina’ in
2005. Another — mainly theoretical — option is the
suppression of hazards at source. The problem here
is that humans can exert little influence on large-
scale natural processes like solar energy that, in a
single day, delivers to the atmosphere enough power
to generate 10 thousand hurricanes, 100 million
thunderstorms or 100 billion tornadoes. Expressed
relative to this energy receipt (i.e. taking the daily
global solar energy receipt as 1 unit), a very strong
earthquake would release 1072 units; an average
cyclone 1072 units (Fig. 5.1).

Faced with such difficulties, loss acceptance is a
common ‘negative option’, especially when limited
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Figure 5.1 Energy release, in ergs on a logarithmic scale,
showing the relationship between certain potentially
hazardous geophysical events, together with some
selected human uses of energy and the earth’s daily solar
receipt of energy.



resources exist. Loss acceptance occurs in different
ways. Some people are unaware that they live in a
hazardous location and therefore do nothing to
reduce their risk. Others attach an unduly low
priority to natural hazards compared to day-to-day
domestic problems like inflation or unemployment.
Another factor is limited scientific knowledge. For
example, due to a relative lack of understanding of
the physics of the Earth’s crust, reliable forecasting
and warning schemes are unavailable for earth-
quakes. Sometimes the view is expressed that
individuals should be free to assume whatever
environmental risk they wish as long as they accept
the consequences of their decision. But lack of
information and capital, rather than a calculated
choice, forces so many people to locate in hazardous
areas that few governments can ignore their plight
following disaster.

Practical hazard-reducing adjustments fall into
three groups:

o Mitigation — modify the loss burden The most
limited responses use a mix of humanitarian and
economic principles to spread the financial
burden beyond the immediate victims through
disaster aid and insurance measures. These schemes
are mainly loss-sharing devices but they can also
be used to encourage loss-reducing responses in
the future.

o Protection — modify the event These responses rely
on science and civil engineering to reduce the
hazard by exerting limited control over the
physical processes through structural measures
(adjusting damaging events to people). The
scales of intervention range from macro-protection
(large-scale defences designed to protect whole
communities) to micro-protection (strengthening
individual buildings against hazardous stress).

o Adaptation — modify human vulnerability These
‘non-structural’ responses promote changes in
human behaviour towards hazards (adjusting
people to damaging events). In contrast to event
modification, they are rooted in applied social
science. Adaptation covers community preparedness
programmes, forecasting and warning schemes and
land-use planning.

REDUCING THE IMPACTS OF DISASTER

MITIGATION - DISASTER AID

Disaster aid is the outcome of humanitarian concern
following severe loss. According to Darcy and
Hofmann (2003), there are four priorities for disaster
aid — the protection of life, health, subsistence and
physical security. Aid flows to disaster victims via
governments, charitable non-governmental organ-
isations (NGOs) and private donors. The role of
NGOs such as the Red Cross and Red Crescent
Societies, Oxfam and Médecins Sans Frontiéres is
vital. But, according to Stoddard (2003), NGOs
generally receive only one-quarter of their income
from government funds and are, therefore, depen-
dent on public appeals for sudden emergencies.
Disaster donations are used for the recovery
processes of relief, rehabilitation and reconstruction.

Relief period

Most aid is triggered by appeals in the emergency
period. After the initial search and rescue phase, the
priority is for medical support. Some disasters, like
floods, create epidemics of diarrhoeal, respiratory
and infectious diseases whilst earthquakes are
associated with bone fractures and psychological
trauma. In all these cases, the use of local medical
teams is preferable because they can be mobilised
quickly and are culturally integrated with the
people in need. This indicates the importance of
preparedness.

In order to save lives, appropriate technical
support and medical supplies must be delivered to
disaster victims within the first ‘golden hours’ after
the event. This period can be extremely short. The
mean burial time of survivors completely buried by
snow avalanches is only about 10 minutes and less
than half the victims will live for longer than 30
minutes (Fig. 5.2). For earthquakes, almost 90 per
cent of trapped victims brought out alive are rescued
in the first 24 hours after the event. Consequently,
international donations of medical supplies may
arrive too late. A classic example followed the
Guatemala City earthquake of 1976 where the peak
delivery of medical supplies came two weeks after
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the event when most casualties had been treated and
hospital attendance had fallen to normal levels
(Fig. 5.3). Sometimes few donated drugs are use-
ful because they are clinically unsuitable, past
their expiry date or badly labelled (Autier er a/.,
1990).
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Figure 5.2 The percentage chance of survival against time
for avalanche victims buried in the snow. After only 15
minutes the survival rate is still almost 90 per cent but
falls to less than 30 per cent after 1 hour. This indicates
the need for a fast emergency rescue response. After
Colorado Avalanche Information Center (2002) at http://
geosurvey.state.co.us/avalanche (accessed 4 March 2003).

Rehabilitation period

Rehabilitation involves the re-building of lives and
livelihoods, as well as the infrastructure. This can
include everything from psychological counselling
to support networks designed to raise community
morale and to ensure that survivors are empowered
with roles in decision-making and planning for the
future. Special attention should be given to the most
vulnerable groups such as women, children and the
elderly.

Reconstruction period

This period is by far the longest. In the idealised
sequential model of disaster recovery for cities
produced by Haas e 2/. (1977) this period extended
over 10 years although it is now recognised that the
time-frame for both rehabilitation and recon-
struction are often longer, and less well-ordered,
especially in the LDCs (Fig. 5.4).

Partly due to the slowness of the recovery process,
it can be difficult to distinguish between emergency
aid and longer-term development assistance and,
therefore, to measure the effectiveness of disaster
appeals and responses. Governments wish to
harmonise emergency donations with ongoing trade
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and investment decisions and many charitable
agencies now emphasise disaster prevention rather
than emergency relief. The recognition that environ-
mental disasters sometimes form part of more
complex emergencies also leads to a focus on the
longer-term development of health, education and
welfare in the LDCs. This is facilitated by strategic
investment by bodies like the World Bank in
democratic institutions, building local capacity and
sustainable rural development projects.

Internal government aid

In the MDCs, disaster mitigation is often achieved
by spreading the financial load throughout the tax-
paying population. Typically, as in Belgium and the
Netherlands, a national disaster fund exists with
legislative arrangements for its distribution. Not all
the financial assistance is in the form of direct grants
and a substantial proportion may be given as
interest-free repayable loans. Most schemes incor-
porate a formula whereby the national disaster fund
contributes at some agreed ratio to local spending
once the disaster impact has exceeded a minimum

threshold figure. In the USA, the President may
issue a formal disaster declaration following a
request from the appropriate state governor. Such
requests are normally supported by damage assess-
ments but this procedure can be short-circuited in
the interests of political expediency, especially when
media pressure exists (Sylves, 1996). Normally, a
federal disaster declaration releases aid to cover up
to 75 per cent of the costs of repairing or replacing
damaged public and non-profit facilities, although
this proportion was raised to 100 per cent for
‘Hurricane Andrew’.

As shown in Figure 5.5, the number of
Presidential disaster declarations in the USA has
risen steadily over the past half-century. The eco-
nomic losses also increased sharply in the 1990s due
to several unusually expensive disasters (‘Hurricane
Andrew’, 1992; the Midwest floods, 1993; the
Northridge earthquake, 1994). During the 1980—
2005 period, there were 67 weather-related dis-
asters alone, each costing over US$1 billion.
‘Hurricane Katrina’ in 2005, with provisional losses
estimated at US$16 billion, is currently the most
expensive natural disaster in US history. This
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upward trend has prompted an ongoing debate on
the extent to which federal funds should provide
disaster assistance. According to Barnett (1999), the
system is:

1 Expensive because of the rapid rise in payouts in
recent decades

2 Inefficient because it allows local governments to
avoid a fair share of the costs, e.g. through a
failure to enforce building codes or to insure
public property

3 Inconsistent because equivalent losses are not
always treated in the same way, e.g. localised
damage may not attain disaster area status and
thereby deprive victims of assistance

4 Inequitable because it allows a misallocation of
national resources, e.g. when wealthy disaster
victims are compensated by the general taxpayer.
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These concerns are echoed in other developed
countries and have led to tighter controls on the
allocation of central funds together with a search for
alternative strategies. Many governments now resist
compensating for privately insured losses and
further reforms include refusing disaster payments
to households over higher income thresholds, tying
assistance more closely to the local enforcement of
building codes and other measures designed to
contain disaster costs as much as possible within the
stricken community.

International aid

The LDCs rely heavily on external support after
disaster. This assistance is provided by humanitarian
aid supplied both bilaterally (donated directly
government to government or indirectly through
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Figure 5.5 The annual number of Presidential disaster declarations in the USA from 1953 to 2005. After FEMA at
htep://www.fema.gov/news/disaster-totals-annual.fema (accessed 13 September 2006).



NGOs, often arising from appeals for a specified
emergency) and multilaterally (donations which are
not ear-marked and are channelled through inter-
national bodies such as the EU, World Bank and
various UN agencies).

Before the creation of the International League of
Red Cross and Red Crescent Societies (now the
International Federation) in 1922, the transfer of aid
was largely bilateral. As charitable bodies began to
interest themselves in overseas work, more agencies
were set up — the UN Children’s Fund (UNICEF) in
1946 and the FAO World Food Programme (WFP)
in 1963. In 1972, the UN established the Disaster
Relief Organisation (UNDRO), based in Geneva, to
mobilise, direct and coordinate relief worldwide.
This initiative has been reinvented several times
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since because of consistent under-funding, internal
rivalry with other UN agencies and criticisms from
some member countries. In 1992 a new Department
of Humanitarian Affairs (DHA) replaced UNDRO;
in 1997 the DHA was replaced by the Office for the
Coordination of Humanitarian Affairs (OCHA).
OCHA was given a mainly coordinating and policy
development task and has a presence in about 35
countries. Other relief coordination bodies exist. For
example, the USA maintains an Office of Foreign
Disaster Assistance (OFDA) and in 1992 the EU
took steps to coordinate its member states through
the European Community Humanitarian Office
(ECHO).

Overseas development assistance from the MDCs
to the LDCs comes mainly from the Organisation
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Figure 5.6 The total humanitarian assistance released annually from DAC donors 1970-2003 at 2002 prices.

Source: OECD Development Assistance Committee (DAC). Published by Global Humanitarian Assistance (2005) at
http://www.globalhumanitarianassistance.org (accessed 24 September 2006).
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for Economic Co-operation and Development
(OECD) governments. Humanitarian assistance —
used for emergencies and disaster relief — is part of
the overall total. As shown in Figure 5.6, humani-
tarian aid doubled in real terms between 1990 and
2000 from US$2.1 billion to US$5.9 billion and, as
a proportion of total development assistance, rose
from 5.8 per cent to 10.5. per cent. Fewer than 10
wealthy countries donate over 90 per cent of this aid
and a growing proportion of the increase has been
donated bilaterally (Macrae et /., 2002). The rise in
donations, and in bilateralism, is a response to some
high-profile conflicts plus a desire of donor govern-
ments to ear-mark and monitor their contributions
more directly. The UN target for annual govern-
ment spending on overseas aid is 0.7 per cent of the
donor GDP but the actual sums released are
normally only about half this target figure.

Although much humanitarian assistance goes to
war zones, like Iraq and Afghanistan, 19 natural
disasters during 2004 attracted donations of at least
US$1 million each. The Indian Ocean tsunami of
December 2004 resulted in an unprecedented
response level of donations from all sources,
especially voluntary organisations and private
donors, with a total sum conservatively estimated at
US$ 13.5 billion (Telford and Cosgrave, 2007).
With perhaps 2 million people adversely affected by
the event, assistance was not hampered by financial
constraints. A lot of the money did not go to relief
work but was usefully pledged for reconstruction
projects extending over several years.

Although well-intentioned, the flow of disaster
aid does not always reflect real need. According to
Olsen ez a/l. (2003), the scale of emergency donations
depends on three key factors — the intensity of media
coverage, the degree of political interest and the
strength of the international relief agencies in the
country concerned. Sudden-onset disasters, like
earthquakes and tropical cyclones, tend to attract
more donations than slow-onset disasters, like
droughts and famine, irrespective of the number of
survivors who need assistance. The 2004 Indian
Ocean tsunami gained massive media interest,
partly because the affected areas were familiar to

donors through holiday experiences in that part of
Asia. Conversely, journalists tend to ignore the more
‘hidden’ crises that arise from poverty and disease
and focus largely on events with large body counts
and good photographic opportunities (Ross, 2004;
IFRCRCS, 2000).

Disaster aid is highly political and also dependent
on the priorities of the aid agencies. Drury er a/.,
(2005) showed that the most important long-term
influence on the allocation of US aid for overseas
disasters was foreign policy, although domestic
factors, like media coverage, also played a part. In
European countries, disaster aid is raised most
readily for former colonies. Food aid began as a
mechanism for off-loading surplus production in
North America and Europe. Many examples exist
where food, which is unacceptable for religious or
dietary reasons, has been despatched to Third World
countries along with death-dated drugs and
expensive equipment lacking technical support or
spare parts. Over-generous donations of food aid can
lower market prices and disrupt the local economy
in some LDCs; in the longer-term they may deflect
the receiving government from developing the local
agricultural economy. Logistical difficulties, such as
poor roads and lack of suitable transport, hinder the
distribution of food and medical supplies to remote
areas and delays may also occur through government
bureaucracy and corruption. The historic, resource-
driven emphasis on aid remains. A recurrent
dilemma for aid workers is to decide whether to
distribute more supplies to fewer victims or fewer
supplies to more victims.

How can disaster relief become more efficient?
According to Maxwell (2007), one of the greatest
challenges is to have better local information and
analysis that enables food aid to be delivered to those
who need it most, in the right amount and at the
right time. Most observers agree that aid needs to
be more carefully targeted. In order to achieve this,
an improved identification of those most at risk is
needed plus the development of better early warning
systems, especially for disasters involving food
shortage. More training, and the longer-term
retention of aid operatives would help, especially



with better responses in the first ‘golden hours’.
Above all, international donors and aid agencies
need to change their attitudes away from percep-
tions of ‘victims’ and ‘failed states’ and be pre-
pared to give more ownership for disaster relief to
regional bodies and local communities. This is
partly a matter of respect and responsibility but
it is also highly practical because international
bodies can pursue their own agendas, lack expertise
in local skills and a knowledge of longer-term local
needs.

An example of the way forward may be found in
recent critiques of the traditional distribution of aid
in the form of goods, such as food, blankets and
shelter materials. So long as safeguards are in place
to limit corruption, there is growing support for
cash-based aid responses that enable, where possible,
people to buy the commodities they need locally for
themselves. According to Mattinen and Ogden
(20006), cash-based interventions provide more
dignity and flexibility in recovery for disaster
victims and also liberate aid from donor-driven
priorities that may distort distant rural economies.
Specifically, cash-for-work programmes, which
utilise idle labour for infrastructure reconstruction
immediately after a disaster — as in post-tsunami
Indonesia — are seen as a significant pointer to the
future (Doocy ¢t /., 2006).

MITIGATION - INSURANCE

Insurance arises when a risk is perceived and the
owner pays a fee (premium), usually on an annual
basis, to buy a contract (insurance policy) that
transfers the financial risk to a partner (insurer). The
insurer — either a private company or the govern-
ment — guarantees to meet specified costs in the
event of loss. By this means, the policyholder is able
to spread the cost of a potentially unaffordable
disaster over many years. A commercial insurer takes
the chance either that no loss will occur or that, over
time, the claims will total less than the premiums
paid. A government insurer will pay claims out of
tax revenues.

REDUCING THE IMPACTS OF DISASTER

Commercial disaster insurance

This is important in the developed countries and
about 80 per cent of all premiums for private
property insurance worldwide are paid in America
and Europe. Insurance companies cover (underwrite)
property such as buildings against flood, storm or
other specified environmental peril. Policy under-
writers try to ensure that the type of property they
insure is varied and is spread over diverse geo-
graphical areas so that only a fraction of the total at
risk could be destroyed by a single event. By this
means, the cost of payouts to claimants is distributed
across all policyholders and, if the premiums are set
at an appropriate rate, the premiums will cover costs.
The insurance company makes its profits largely by
investing the money received from premiums.
Environmental hazards create special problems
because the insurance claims after events such as
earthquakes or tropical cyclones tend to concentrate
within short time-scales and relatively small areas.
The typical pattern of large claims following years
with few losses also makes premium setting diffi-
cult. For example, in 1994 the insurance industry
in California collected about US$500 million in
earthquake premiums but paid out over US$15
billion over a period of more than four years for
damage caused by the Northridge disaster (Fig. 5.7).
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Figure 5.7 ‘The slow accumulation of insured losses (US$
billion) following the Northridge earthquake on 17
January 1994. Six months after the event less than half of
the final loss total was known. Upward adjustments
continued until April 1998, more than four years after
the disaster. After Munich Re (2001).
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Unless a company has accumulated a large cata-
strophe fund, it may not survive such demands.
Adwerse selection occurs when the policyholder base is
too narrow and dominated by bad risks. For
example, only floodplain dwellers are likely to be
willing to pay for flood insurance and this leads to
a geographical clustering of risk. Tropical storm
losses can be high in coastal areas and, after
‘Hurricane Andrew’ in 1992, nine insurance com-
panies became insolvent and others attempted to
quit the market in Florida (Barnett, 1999).

The insurance industry can increase profitability
and become more efficient by a variety of measures:

Raising the premiums

This is the most obvious method but the least
popular with the public. It may have other benefits
if premiums become weighted to reflect the greater
claims likely from the occupancy of high-risk areas.

Re-rating the premiums

An important step towards setting premiums in
line with the local level of risk has become possible
with the application of Geographical Information
Systems (GIS) to post-code districts containing a
small group of properties. This allows insurers to
place individual policyholders in different bands of
risk and charge premiums appropriate to the
likelihood of a future claim.

Restricting the cover

Claims liability can be restricted either by the use
of a policy deductible (excess) or by capping policies
to limit the maximum amount payable. In Japan the
risk of huge losses from earthquakes in urban areas
has led to payout limits on any one claim and, above
an agreed threshold, the government has agreed to
share the cost. As a last resort, the company can
refuse to sell any cover in high-risk areas, although
this is unpopular with both the public and with
governments.

Widening the policyholder base

This is done by spreading liability through a mixed
basket of cover rather than by specialising in one
type of insurable peril. In the UK the industry offers
homeowner policies that include environmental
hazards, such as storm, flood and frost damage, as
well as fire and theft. By this means, the uptake of
household insurance — which is a requirement of all
mortgage lenders — is relatively high and any losses
arising from floods, for example, are subsidised by
all policyholders, including the majority with no

flood risk.

Reinsurance

Companies can share the risk by joining together,
or with government, to pass on part of the risk. For
example, the primary company might agree to pay
the first US$5 million of claims and, for losses in
excess of this sum, the company would be reim-
bursed for 90-95 per cent of the cost from its
partners. The reinsurance market is international
and high risks are spread through the world
markets, although the rising cost of claims, and fears
about factors such as climate change, make it
difficult to obtain all the reinsurance that is
required.

Reducing the vulnerability

Insurers will offer lower premiums to policyholders
who reduce their risks by, for example, bracing walls
against earthquakes or raising floor levels against
floods. Cover for new properties can be restricted to
those with special construction techniques such as
anchoring the structure to the foundation to prevent
slippage or using wind-resistant roofing and walling
materials. But these measures are expensive and are
not widely deployed without government legisla-
tion and enforcement.

Some key advantages and disadvantages of
commercial insurance are shown in Box 5.1 but
the industry is changing due to the rising cost
of disaster claims. Before ‘Hurricane Alicia’ in
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Plate 5.1 The only house left standing in the Pascagoula neighbourhood of Mississippi, USA, after ‘Hurricane
Katrina’. The owners had previously adopted hazard mitigation measures in 1999 aided by Increased Cost of
Compliance Funds obtained through the National Flood Insurance Program. (Photo: Mark Wolfe, FEMA)

1988, the insurance industry worldwide had never
faced losses from a single disaster that exceeded
US$1 billion (Clark, 1997). Times have changed.
According to Munich Re (2006), the year 2005 —
the costliest environmental disaster year ever —
suffered six major disasters that alone contributed
overall losses of US$170 billion (out of a global total
of US$212 billion) and insured losses of US$82
billion (out of a global total of US$94 billion).
Previously, the costliest year was 1995 due mainly
to the Kobe earthquake in Japan. As in most years,
windstorms were the cause of most insured losses.
In 2005, ‘Hurricane Katrina’ — the sixth strongest
hurricane recorded since records began in 1851 —
alone created total economic losses estimated at
US$125 billion, with US$45 billion covered in the

private market and became the most expensive
natural disaster to date (see Table 5.1).

Although the year 2005 may appear exceptional,
Table 5.1 demonstrates not only that global disaster
losses have been increasing for over 50 years but
that the insured losses have been growing both
absolutely and proportionally. According to
Malmquist and Michaels (2000), future insured
losses of US$100 billion arising from a hurricane or
an earthquake in a large US city could exceed all the
re-insurance capital presently available and bank-
rupt some companies. High risk problems within
the US insurance market have been caused by the
coastward shift of population over the last 30 years
and the failure of local governments to adopt and
enforce stringent building codes. The availability of
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Table 5.1 The world’s ten costliest natural disasters (values in million US$)

Rank Year Event Region Economic loss Insured loss
1 2005 Hurricane Katrina USA 125,000 45,000
2 1995 Kobe Earthquake Japan 100,000 3,000
3 1994 Northridge Earthquake USA 44,000 15,300
4 1992 Hurricane Andrew USA 30,000 17,000
5 1998 Floods China 30,000 1,000
6 2005 Hurricane Wilma USA 18,000 10,500
7 2005 Hurricane Rita USA 16,000 11,000
8 1993 Floods USA 16,000 1,000
9 1999 Winter storm Lothar Europe 11,500 5,900

10 1991 Typhoon Mireille Japan 10,000 5,400

Notes: Values are original losses, not adjusted for price inflation. Insured losses are more accurate than total economic losses.

Source: Adapted from Munich Re (2005)

Box 5.1

ADVANTAGES

It guarantees the disaster victim compensation
after loss. This is more reliable than disaster relief
and appeals to those opposed to government
regulation because it depends on individual choice
and the private market.

It provides an equitable distribution of costs
and benefits provided that property owners pay a
premium that fully reflects the risk and insurance
payments fully compensate the insured loss.

Insurance can be used to reduce vulnerability.
Provided that residents in hazardous areas pay the
full-cost premium, there should be a financial
disincentive to locate in such areas. The difficulty
is that most residential development is by specu-
lative builders and, until insurance premiums
become high enough to make new hazard-prone
properties impossible to sell, it is unlikely that
developers would be deterred.

Existing homeowners can be encouraged to
reduce their vulnerability, and enjoy lower insur-
ance premiums, by strengthening their property
and lowering the risk of loss.

ADVANTAGES AND DISADVANTAGES OF COMMERCIAL INSURANCE

DISADVANTAGES

Private insurance may be unobtainable in very
high-risk areas. In the USA the insurance industry
has been reluctant to offer flood cover without
government support and, even when available,
landslide insurance normally covers the cost of
structural repairs to property only and not that of
permanent slope stabilisation because of the
potential high costs.

There is frequently a low voluntary uptake of
hazard insurance. Only 10 per cent of the build-
ings damaged in the 1993 Midwest flood were
covered by flood insurance. Mileti ez 2/. (1999)
claimed that only 17 per cent of the US$500
billion losses sustained in the USA between 1975
and 1994 were insured. Such under-insurance may
benefit the industry when a major disaster strikes
and Japanese insurers survived the Kobe earth-
quake largely because only 3 per cent of affected
home-owners had earthquake cover.

Even when insurance policies are taken out, a
significant proportion of policyholders will be
under-insured for the full value of property at risk
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and are, therefore, unlikely to be fully reimbursed
in the event of a claim.

Unless premiums are scaled directly to the risk,
hazard zone occupants will not bear the cost of
their location. UK insurance companies have
traditionally charged a flat rate premium of
buildings cover for all houses. This amounts to a
subsidy from the low-risk to the high-risk
property owners. Even if some link is attempted
between premium and risk, the most hazardous
locations will probably still benefit from cross-

subsidisation through the company charging
higher premiums than necessary in less hazardous
areas.

Although insurance can be employed to reduce
losses, the existence of moral hazard increases
damages. Moral hazard arises when insured
persons reduce their level of care and thus change
the risk probabilities on which the premiums were
based. For example, some people may not move
furniture away from rising floodwater if they know
they will be compensated for any loss.

federal disaster assistance for those with uninsured
property has also contributed to the losses.
Variations in the ratio between overall losses and
insured losses shown in Table 5.2 are largely
explained by national differences in economic
development and insurance penetration. For exam-
ple, the relatively low insured losses following the
Kobe earthquake were due to the limited take-up of
private insurance in Japan. The extent of insur-
ance cover is much lower in the LDCs than the
MDCs which is unfortunate because environmental
disasters can create losses well over 10 per cent of
gross domestic product (GDP) in developing
countries compared with perhaps only 2—3 per cent
in the industrialised nations. Attempts are now
being made, via subsidised pilot schemes, to extend
insurance cover within the LDCs (Linnerooth-

Bayer ez a/., 2005). Overall, factors such as climate
change and globalisation are reducing the capacity
of the insurance industry to such an extent that some
observers now see many more partnerships between
commercial insurers and governments worldwide
as the best way forward (Mills, 2005).

Government insurance

The creation of a national disaster fund by govern-
ment solves some problems associated with
commercial insurance. If made compulsory, state
insurance not only widens the policyholder base as
far as possible through the population but can also
be used to raise public awareness of hazards and
provide the information required for strengthening
buildings to national standards. In theory, this

Table 5.2 Global costs of great natural catastrophes by decade from 1950 to 2005 in relation to the insured

losses

1950-59  1960-69 1970-79 1980-89 1990-99 lastten
years
Number of events 21 27 47 63 91 57
Overall losses 48.1 87.5 151.7 247.0 728.8 575.2
Insured losses 1.6 7.1 14.6 29.9 137.7 176.0
Insured losses as % of overall losses 3.3 8.0 9.9 12.1 18.9 30.6

Note: Losses in US$ billion (2005 values).
Source: Modified after Munich Re (2006)
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would enable premiums to be related more sensi-
tively to the risk. For example, government could
legislate so that only new properties built to
approved standards were eligible for state insurance.
The National Flood Insurance Act (1986) was an
early attempt by the US government to reduce
disaster losses by such means and to shift some
federal costs to state governments and the private
sector. There is also a tradition in the USA of
subsidised crop insurance to provide a safety net for
farmers after adverse weather conditions (Glauber,
2004).

Some countries have obligatory insurance cover
for natural disasters through schemes involving
partnerships between the government and the
insurance industry. Spain has had a scheme for
natural and technological disasters since 1954. In
France property and motor insurance has included
mandatory cover for natural disasters since 1982
financed by a surcharge on private premiums and
state reinsurance. New Zealand introduced govern-
ment cover for earthquakes through the Earthquake
and War Damage Act (1944), which was subse-
quently extended to cover damage from storms,
floods, volcanic eruptions and landslips. The scheme
was financed by a surcharge on all fire insurance
policies of 5 cents per NZ$100 of insured value and
created an Extraordinary Disaster Fund (Falck,
1991). The Earthquake Commission (EQC) admini-
stering the programme was empowered to rate
premiums according to risk and was able to refuse
claims on poorly maintained properties. In practice,
political pressure ensured that virtually all claims
were met.

At the present time, most governments are
trying to make individuals accept more responsi-
bility for disaster costs. In Turkey, government
compensation for earthquake loss has been replaced
by a mandatory insurance scheme but this only
becomes operative when a property is sold and the
responsibility passes to the new owner. One of the
most radical changes in attitude occurred in New
Zealand where the existing state scheme was
reformed in 1993 as the government sought to
decrease its liability (Hay, 1996). From 1996 the

EQC withdrew cover for non-residential property
and, although disaster cover for residential property
remains automatic for property owners who take out
fire insurance, the extent of cover has been limited.
The EQC retains a fund of some NZ$2.5 billion as
a first call on disaster claims, and also has rein-
surance arrangements, but the New Zealand govern-
ment remains liable for any shortfall in disaster
payments.

PROTECTION - HAZARD
RESISTANCE

Hazard resistance occurs when either purpose-built
structures are erected, or ordinary buildings are
strengthened, to reduce disaster impact. It relies on
skills from civil engineering science and architecture
but has to operate through building codes and other
regulations that depend on political initiative
together with community acceptance and com-
pliance.

Macro-protection

Where the greatest risks occur, whole communities
have to be defended. Purpose-built structures have
been used to defend property against hazardous
flows of damaging materials such as rock falls, lava
flows, lahars, mudslides and avalanches as well as
floodwaters (river and coastal, including tsunami).
The structures act either by containing excess
material in reservoirs or by diverting the flow away
from vulnerable sites. They occur either at point
locations (dams) or take a linear form (embankments
and artificial channels).

The largest structures are flood defences.
Embankment systems run alongside many of the
world’s major rivers, for example, over distances of
1,400 km for the Red River in North Vietnam and
over 4,500 km in the Mississippi valley. Huge dams
store floodwaters upstream; the new Three Gorges
dam on the Yangtze is 175m high and almost 2 km
in length. To resist coastal flooding from the North
Sea, the 1,400 km long coastline of the Netherlands



has been transformed by stabilised dunes, concrete
embankments and tidal sea barriers to protect
almost one-third of the country that lies below sea
level. Smaller structures have been erected against
other hazards and Box 5.2 shows how deflecting
dams in Iceland protect property against snow
avalanches.

During the later twentieth century, engineered
approaches were increasingly questioned on grounds
of financial, social and environmental acceptability.
Attitudes to macro-protection changed in ways that
reflect overall hazards paradigms (Chapter 1), as
illustrated for river flood control:

The structural era 1930s-1950s

A period with almost exclusive reliance on ‘hard’
structures (reservoirs, levees, sea-walls) designed to
control floods. These schemes were assessed on civil
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engineering criteria and financial cost—benefit
grounds but little thought was given to community
involvement and environmental issues.

The floodplain management era
1960s-1980s

A period with a mix of mitigation measures but
increasingly using behavioural approaches (flood
warning, land-use planning, insurance) designed to
reduce human vulnerability to floods. Questions
began to be raised about the financial and ecological
sustainability of the largest projects.

The self-reliant mitigation era 1990s-2

A period when communities have been encouraged
to take more direct responsibility for living safely
with floods in a sustainable way. ‘Softer’ defences

Box 5.2

Avalanches threaten many communities in
Iceland. On 26 October 1995 an avalanche, con-
taining about 430,000 m’ of snow, struck the
village of Flateyri in north-western Iceland and
killed 20 people in an area previously thought to
be safe (J6hannesson, 2001). The avalanche was
created by strong northerly winds blowing large
quantities of snow from the plateau into the
starting zones of the two avalanche paths of
Skollahvilt and Innra-Bajargil above Flateyri.
Following this event two large deflecting dams,
connected by a short catching dam, were built to
divert future flows away from the settlement and
into the sea (Fig. 5.8). Each earth dam is about
600 m long and 15-20 m high and designed to
intercept avalanche flows at angles of 20-25°. The
purpose of the central catching dam, which is
about 10m high, is to retain snow and other debris
that might spill over from two deflectors in a large

AVALANCHE DEFLECTING DAMS IN ICELAND

event. The total holding capacity of the structure
is around 700,000m?.

The dams were completed in 1998. Since then
they have successfully deflected two separate
avalanches (February 1999 and February 2000)
each with snow volumes over 100,000 m?, impact
velocities of 30 ms—1 and estimated return periods
of 10-30 years. Estimated outlines of the
avalanche run-out paths in the absence of the dams
show that the Skollahvilt flow would have caused
little loss, largely because houses destroyed in
1995 in this part of the village have not been re-
built. But the 2000 avalanche from Innra-Baejargil
would have destroyed several houses. Although
these two events are much smaller than the design
capacity of the deflecting dams, they provide a
good example of the use of defence structures
against moderately sized hazards.

continued
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Figure 5.8 The effectiveness of

deflecting dams in steering two
snow avalanches, in 1999 and
2000, away from the small
township of Flateyri, northwest
Iceland. The extent of the
damaging 1995 avalanche that
led to the construction of the
dams is also shown. After
Johannesson (2001). Reprinted
from the Annals of Glaciology
with permission of the
International Glaciological
Society.
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have been adopted to minimise ecological damage ~Micro-protection

and visual intrusion. For example, in the case of
coastal flooding, sea-walls and groynes have been
supplanted by beach nourishment and dune
stabilisation. Stricter land use controls and managed
retreat from certain floodplains and shorelines have
also been adopted.

In most countries, important public facilities like
dams, bridges and pipelines are subject to regula-
tions for hazard-resistant design and construction.
The same is true for large industrial sites but such
protection is rare for most buildings. After a disaster



strike, some buildings — even properly engineered
structures — may fail. There are many possible
reasons for this but, even when building codes have
been properly observed, they only provide standards
to guard against an event predicted to occur during
the expected lifetime of the structure. Figure 5.9
shows the hypothetical example of a building
designed to cope with a wind stress that occurs on
average once in 100 years (1 per cent probability).
Windspeeds just beyond the design limits are
unlikely to cause real damage but stresses well
outside this planned performance envelope result in
some failure. The two hazards commonly covered by
formal building codes are earthquakes and wind-
storms, although they apply to other hazards too
(Key, 1995).

Most building failures arise either because the
quality of on-site construction is poor or because of
legitimate code exemptions (e.g. for government
premises). In the LDCs, a lack of technical expertise
and other problems, including corruption, often
mabkes it difficult to meet even basic design require-
ments and many buildings remain vulnerable. But
problems exist widely and, according to Valery
(1995), the cost of the 1994 Northridge earth-
quake in California could have been halved if all
the damaged buildings had been built to the appro-
priate code. Another problem is that buildings
frequently function well beyond an expected life
of, say, 50 years. It follows that detailed structural
inventories should be routinely updated but such
reports are rarely available because of the lack of
qualified surveyors and the costs involved.

In the past, most attention has been paid to
public buildings and the facilities expected to
remain operative during emergencies (hospitals,
police stations, pipelines). Schools, offices and
factories have often been strengthened in the belief
that they will shelter people seeking refuge. In
contrast, little attention was given to private homes,
as demonstrated by tropical ‘Cyclone Tracy’, which
struck Darwin, northern Australia, in 1974. In this
event 5,000 out of 8-9,000 un-engineered houses
were physically destroyed or damaged beyond
repair, and three-quarters of the population had to
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Figure 5.9 A theoretical illustration of the resistance of
an engineered building to wind stress from various storm
return intervals. It is important that building codes are
properly enforced if the economic losses from natural
hazards are to be reduced.

be evacuated (Stark and Walker, 1979). The Darwin
disaster prompted a new acceptance that residential
housing is as important as public buildings in most
communities. When cyclone warnings are issued
in the LDCs, public buildings close down and
most of the population seek shelter in their own
homes.

Private property owners are reluctant to pay for
strengthening their homes, especially if they believe
that any losses will be compensated by insurance or
government assistance. Local authorities also resist
the introduction of building codes if they believe
that the costs of compliance and inspection will
hamper inward investment and economic develop-
ment. But, as commercial insurance against natural
disasters becomes harder to obtain and, as taxpayers
increasingly rebel against property owners who take
no hazard-resistant actions, better design and code
enforcement will become more important.
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Retrofitting

Hazard-resistant measures have limited effect if they
are restricted to new properties. Therefore, retro-
fitting — the act of modifying an existing building
to protect it, or its contents, from a damaging event
— is important. Earthquake engineers in the MDCs
now have the means to protect most existing build-
ings from seismic stress and it has been estimated
that a retrofit policy in Los Angeles, California,
would produce a five-fold reduction in potential
casualties from earthquakes. But relatively few
owners take action, even in such high-risk areas.
One reason is that there has never been a large loss
of life from earthquakes here and, where high-rise
buildings are in multi-occupancy, all the property
owners have to agree to the measures. Retrofit
measures are often quicker to install than some
other hazard responses but are expensive. Hundreds
of Californian schools and hospitals have been
strengthened against earthquakes, at a cost up of to
50-80 per cent of that for new buildings, but for
private homeowners the costs are seen as too high,
even though such action will result in reduced
insurance premiums.

Many types of retrofit can be undertaken. In the
case of earthquakes, brick chimneys can be rein-
forced and braced onto structural elements to
prevent collapse. Un-reinforced masonry walls can
be strengthened and tied to adequate footings while
closets and heavy furniture can be strapped to the
walls. To protect against floods, walls can be made
watertight and flood-resistant doors and windows
can be fitted. But technical information about the
most appropriate measures is not always available.
Without more information and financial help from
government, property owners are unlikely to do
more. Some local authorities require the identifica-
tion and strengthening (or demolition) of existing
hazardous buildings. Work is frequently needed on
low-value public housing and special provisions are
often necessary to ensure that unsafe buildings of
historical significance are preserved.

ADAPTATION - PREPAREDNESS

Community preparedness

Preparedness is essential to ensure an effective
response to disaster. In theory, it involves the plan-
ning — and testing — of hazard reduction measures
at all timescales ranging from seconds (response
to earthquake or tsunami warnings) to decades
(response through better land planning or to combat
climate change). Preparedness programmes help
hazard zone occupants to recognise the threat and
to take appropriate actions, although there will
always be some gap between what people are advised
to do, what they say they will do and what they
actually do in a stressful situation.

Various interest groups have a role to play in
emergency preparedness (Fig. 5.10). Appropriate
loss-reducing measures include the activation of
temporary evacuation plans, the provision of medi-
cal aid, food supplies and shelter. It is important to
pre-designate a control centre for the relief operation
in the knowledge that many basic services — roads,
water supplies or telephones — are unlikely to be
fully available. Most importantly, training in self-
help techniques — first aid, search and rescue and
fire-fighting — should be given to communities at
risk. Most disaster victims are rescued in the first
‘golden hours’ by other survivors, rather than aid
workers. Following the 1999 earthquakes in Turkey,
about 50,000 people were rescued from damaged
buildings; local people saved 98 per cent of them
(IFRCRCS, 2002).

Preparedness arrangements differ widely within
individual countries. Sometimes the task may be
devolved to existing bodies, like the defence forces
or the police, whilst other countries have dedicated
agencies. For example, in the USA, the Federal
Emergency Management Agency (FEMA) has the
lead responsibility for all actions taken to protect
the civilian population. In Australia, Emergency
Management Australia (EMA) develops and
coordinates national civil defence policy but public
safety is managed at the regional level through the
State Emergency Service units (Abrahams, 2001).
In turn these organisations depend heavily on
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Figure 5.10 The involvement of various interest groups
in hazard mitigation planning. Each group has a role to
play in assembling and disseminating information for a
state of preparedness in advance of a hazard strike.
Adapted from Peterson (1996).

volunteer bodies, like the local Bushfire Brigades,
as well as the police, fire and ambulance services.
There is a move towards more pro-active plan-
ning for disaster. In part, this reflects a wider change
in emergency management towards maximising
the knowledge and experience of hazard-prone
communities through greater local resilience to
disaster (see Box 5.3). Key elements in disaster pre-
paredness and community resilience include early
warning systems and emergency evacuation away
from hazard zones. Such measures have to be
well organised and ‘people-centred’ if they are to
empower the local population to respond effectively.
For example, Chakraborty ez 2/. (2005) have sug-
gested that strategies for successful hurricane
evacuation along urbanised coasts in the MDCs
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should combine geophysical risk with social vulner-
ability to ensure that extra help — such as mobility
assistance by public transport — is available for
disadvantaged groups. Similarly, a tsunami warning
plan for Galle in Sri Lanka identified five vulnerable
population groups (women, children, people with
disabilities, fishermen and workers in densly
populated areas) when drawing up priority routes
for evacuation from this coastal city ISDR, 2006).
All these groups are included in the first priority
escape routes shown in Figure 5.11.

Preparedness planning tends to improve with
time, as in California where there is a relatively long
history of raising earthquake hazard awareness. Some
30 years ago residents were poorly prepared to handle
the consequences of a damaging event. More
recently, following newspaper publicity about earth-
quake hazards in the San Francisco Bay Area,
residents responded positively (Table 5.3). After
advice was successfully disseminated, a clear majority
of those surveyed had stored emergency equipment,
together with food and water supplies, whilst the
proportion of those who took other steps, such as
strapping water heaters to walls or purchasing
earthquake insurance are high given that many
residents live in apartments that precluded some of
the possible responses (Mileti and Darlington, 1995).
On the other hand, the global growth of tourism has
placed more people at risk on beaches and ski slopes
and the tourist industry has made few preparations
to safeguard its customers (Drabek, 1995).

Although community preparedness may appear
lictle more than applied commonsense, there are
problems. Disaster planning remains a long-term,
costly exercise. It ties up facilities and people that
are apparently doing nothing, other than waiting
for an event that nobody wants and many believe
will never happen. Excluding staffing costs, it would
take an etimated £100,000 to set up, plus £20,000
per year, for the minimum instrumentation of a
quiet volcano whilst the tsunmai monitoring system
proposed by the UN for the Indian Ocean would
cost £15 million plus £1 million per year to run
(Parliamentary Office of Science and Technology,
2005). In earthquake-prone urban areas, it is not
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Figure 5.11 Evacuation map for Galle City, Sri Lanka, showing the first and second priority routes recommended
for police enforcement during a tsunami emergency. After ISDR (2006). This project was conducted within the UN
Flash Appeal Indian Ocean Earthquake — Tsunami 2005 programme co-ordinated by UN-OCHA-ISDR-PPEW.

Box 5.3

Human resilience has long been recognised as
related to human vulnerability (see Chapter 1), if
only as a reverse image. Generally speaking, the
focus has remained firmly on the vulnerability of
people as disaster victims, especially in the LDCs.
Whilst the benefits of gaining maximum public
acceptance of, and active involvement in, all
hazard reduction measures has become clear over
recent decades, most disaster planning and
emergency management organisations still follow
traditional ‘top-down’ models. Aided by media
images, disaster-affected communities — especially
in the LDCs — are seen as helpless and entirely
dependent on external support brought by relief
workers and military-style organisations. These

CHANGING VULNERABILITY INTO RESILIENCE

attitudes have been fostered by risk-based
approaches to hazard, the urgent humanitarian
priorities faced immediately after a disaster and a
lack of understanding of how people cope best in
a crisis. Now attention is changing from the
negatives to the positives, namely — what can
affected communities do for themselves and how
can this capability be strengthened?

The term ‘resilience’ reflects an ability to absorb
and recover from hazard impact. Debate exists
about whether the concept is relevant to both
natural and human systems (Maneyena, 2006). For
example, Klein ez 2/., (2003) viewed resilience in
this wider sense as a key tool in the successful
adaptation to hazard stress for coastal megacities.
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The potential synergy between ecological and
social resilience in coastal areas was also explored
by Adger er al. (2005) in order to indicate that
more diverse approaches can be taken to deal with
the processes of crisis and change, especially those
associated with climate change. For example, one
way of optimising local ecological resilience along
shorelines threatened by flooding would be the
preservation of coastal vegetation. Danielsen ez #/.
(2005) report that between 1980 and 2000, over
25 per cent of the mangrove forests in the five
Asian countries most affected by the 2004 tsunami
were removed, despite the evidence that coastal
tree vegetation protects shorelines against such
hazards. Similar ‘living with hazards’ strategies
have been proposed for people exposed to river
floods (see Chapter 11).

Resilience is encouraged by helping people to
deal better with emergencies using their own
experience and indigenous resource capacity
(IFRCRCS, 2005). Studies of rural development
and famine responses in the LDCs have already
demonstrated that local experience is crucial for
household survival during drought (de Weaal,
1989) and the associated concept of sustainable
livelihoods recognises the inbuilt strengths of
communities faced with ongoing poverty and
injustice, as well as environmental hazards. These
strengths depend greatly on social cohesion
and the networks of mutual support available
through various links between families, friends
and neighbours. In turn, such links are often
dependent on gender, religion, caste or ethnicity.
Spontaneous self-help groups regularly spring
up in the immediate aftermath of disaster and
Mustafa (2003) described the importance of
gender roles in Rawalpindi, Pakistan, following a
flood when women were particularly active in
relief work and urging more support from the
government.

Official aid agencies can promote local resilience
in many ways. The need for people to earn a living
after disaster has been recognised by the advent of
cash-for-work schemes. Raising hazard awareness
and increasing local capacity is crucial. For
example, after the 1990 Gilan earthquake in Iran,
the International Red Cross organisation oversaw
the establishment of student committees charged
with disaster preparedness and first aid training in
15,000 high schools across the country (IFRCRCS
2005). It has been suggested that the use of
small-scale solar technology in Bangladesh could
help to provide safer drinking water as well as
more durable, hazard-resistant building materials
(McLean and Moore, 2005). The potential for
greater disaster resilience is not confined to the
LDCs. McGee and Russell (2003) showed how
farmers and long-term residents in a rural com-
munity in Victoria, Australia, are better prepared
to withstand wildfire hazards than other local
people due to a culture of self-reliance based
on experience and preparedness. As a result of such
indigenous attitudes, emergency and disaster
management in Australia is undergoing a pro-
found shift from a vulnerability-based approach
towards working with local communities to
build their resilience and achieve safer and more
sustainable communities in the future (Ellemor,
2005).

Resilience is not a complete solution and much
more needs to be done. For example, there are
organisational problems in integrating household
and community-level coping mechanisms with
the workings of national governments and the
international relief agencies. But it does, however,
promise to provide a more independent, dignified
and sustainable future for many people living in
disaster-prone areas.
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Table 5.3 The proportion of residents in the San Francisco Bay Area of California taking selected loss-reducing
actions within the home before and after newspaper publicity about increased earthquake risk

Preparedness action Pre-publicity (per cent) Postpublicity (per cent) Increase
Stored emergency equipment 50 81 31
Stockpiled food and water 44 75 31
Strapped water heater 37 52 15
Rearranged breakable items 28 46 18
Bought earthquake insurance 27 40 13
Learned first aid 24 32 8
Installed flexible piping 24 30 6
Developed earthquake plan 18 28 10
Bolted house to foundation 19 24 5

Note: The postal sample in this survey consisted of 1,309 households and a total of 806 usable questionnaires were returned.

Respondents could report multiple actions.

Source: Adapted from Mileti and Darlington (1995)

unreasonable to plan for the emergency sheltering
of up to 25 per cent of the population. This requires
usable buildings and the massive stockpiling of
food, medical supplies and sanitation equipment.
Experience suggests that carefully prepared advice
needs to be distributed, both widely and often, to
the public through the media from an authoritative
government agency. Once awareness increases,
workshops, pamphlets, brochures, videos and other
materials become important tools. Public bodies
and private sector companies have opportunities to
build awareness of environmental hazard into
existing health and safety programmes but it is
difficult to monitor progress within individual
households.

International preparedness

One of the main challenges is to implement effective
preparedness schemes in the developing nations
through an understanding of the prevailing social
and cultural conditions. Since 1998 the lead agency
has been the UN Office for the Coordination of
Humanitarian Affairs (OCHA). Specialist rescue
and relief groups can supply equipment and trans-
port when disaster strikes, like the charity OXFAM
which has an emergency store with cooking equip-
ment and material for constructing temporary

shelters. The success of such arrangements depends
on OCHA acting as a link between aid donors
and recipients through a register of expertise that
can be quickly matched to the type of assistance
required.

Much international disaster planning follows
military lines with a stress on communications,
logistics and security. These are clearly important
requirements but the ‘command and control’ model,
represented by a top-down, rigidly controlled
organisation, is not always appropriate, especially
for the LDCs. Some external aid may be delivered
by bodies perceived as enacting foreign policy on
behalf of distant ‘colonial’ powers, and military
forces may not be completely sensitive in operating
refugee camps or dealing with women and children.
Sometimes specialised forms of military assistance
—such as airlifted relief supplies — are essential but
military support tends to be short-lived because it
is normally diverted from ongoing defence duties
elsewhere.

These issues highlight the potential for local pre-
paredness. Despite past inertia in changing disaster
management, some success has been achieved, not
least for cyclone preparedness in Asia. For example,
a major Cyclone Preparedness Programme in
Bangladesh started in 1973, after the devastating
1970 storm. About 32,000 trained volunteers are



now organised into teams of 12 members respon-
sible for raising public awareness of cyclone hazards
in some 3,500 villages. The teams have radios to
monitor weather bulletins and are also equipped
with megaphones and sirens in order to dissemi-
nate warnings locally, usually by bicycle. Whilst
300,000 people were killed in Bangladesh by the
1970 cyclone, a similar event in 1991 claimed a
much reduced 140,000 victims. A similar involve-
ment of local communities in the hazard awareness
and planning process in Orissa, India, began follow-
ing the 1999 cyclone. Progress was tested by a
smaller event in 2002. Overall preparedness at
the community level had improved although the
interactions of government organisations and
NGOs remained less than optimal (Thomalla and
Schmuck, 2004). In other LDCs, the low-tech
surveillance of river levels, aided by the growing use
of radios and mobile phones for reporting changes
back to a central organisation, plus the stock-piling
of items (sandbags, shovels, food, medicines) has
reduced the threat from flooding.

ADAPTATION - PREDICTIONS,
FORECASTS AND WARNINGS

Sophisticated forecasting and warning systems
(FWS) are available due to scientific advances in
fields such as weather forecasting and associated
improvements in communications and information
technology. Most warnings of environmental hazard
are based on forecasts but some threats (like earth-
quakes and droughts) are insufficiently understood
and preparedness has to be based on predictions
instead. It is important to understand the difference
between predictions, forecasts and warnings.

Predictions

Predictions are based on statistical theory and the
historical record of past events. Because the results
are expressed in terms of average probability, hazard
predictions tend to be long-term with no precise
indication of when any particular event may occur.
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For earthquakes they may extend several years ahead
and it is not usually possible to specify either the
precise location or the magnitude of the event with
much confidence.

Forecasts

Forecasts depend on the detection and evaluation
of a potentially hazardous event as it evolves. This
means that, depending on the ease with which
such events can be monitored, it is often possible to
specify the timing, location and likely magnitude
of an impending hazard strike. Strictly speaking,
forecasts are scientific statements and offer no advice
as to how people should respond. They tend to be
short-term and the limited lead-time for issuing
forecasts often restricts the effectiveness of warnings.

Warnings

Warnings are messages advising people at risk about
an impending hazard and the steps that should be
taken to minimise losses. All warnings are based on
either predictions or forecasts but for many agencies,
such as those involved with national weather
services, very few routine forecasts are followed by
warnings.

Combined FWS are most useful where short-term
action, often involving evacuation, can avert
disaster. The greatest success has been achieved with
hurricane and flood warning procedures. Drought
and tectonic hazards remain difficult to forecast,
although some success is possible. For example,
based on eatly warning indicators, the Philippine
Institute of Volcanology and Seismology advised the
government to evacuate residents within a 20-mile
radius of Mount Pinatubo before the volcanic erup-
tions in June 1991. Although hundreds of people
were killed, over 10,000 homes destroyed and
some US$260 million worth of damage occurred, a
further 80,000 people were saved together with an
estimated US$1 billion in US and Filipino assets
(OFDA, 1994).

As shown in Figure 5.12, each FWS consists of
four key stages:
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Figure 5.12 A model
of a well-developed
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o Threat recognition covers the preliminary period

when a decision is taken to establish a relevant
monitoring programme leading to a FWS. To be
effective, schemes need to be widely publicised
among the community at risk and then tested
with mock disaster exercises. Ideally, feedback
from this experience leads to design improve-
ments in the system. Other revisions should
occur as a result of hindsight reviews after
disaster.

Hazard evaluation includes several sub-steps from
observers first detecting an environmental change
that could cause a threat, through to estimating
the scale of the risk and the final decision to issue
a warning. This involves a specialised agency,
such as a national meteorological service, because
of the need for continuous monitoring by com-
prehensive networks backed up with heavy
investment in scientific equipment and personnel.
The priority at this stage is to improve the
accuracy of the forecast and to increase the lead-
time between issue of the warning and the onset
of the hazardous event. In order to complete the
process, and retain public confidence, stand-down

messages should be issued when the emergency is
over.

o Warning dissemination occurs when the message is

transmitted from the forecasters to the hazard
zone occupants. The message is likely to be for-
mulated and conveyed by a third party through
different communication methods, such as
radio or television, and different personnel, such
as the police or neighbours. Once again, this
stage contains several components, like the
content of the message or the way in which it is
conveyed, which are known to affect the eventual
outcome.

o Public response is the key phase where the loss-

reducing actions are taken, sometimes on a large
scale. For example, over 2 million residents of the
east coast of the USA evacuated inland following
warnings of ‘Hurricane Floyd’ in September
1999. From Figure 5.12, it can be seen that the
response may be influenced directly through
an input based on the public’s knowledge of
the evolving hazard and various feedback mech-
anisms can help to improve later editions of
the warning. However, the response is largely



determined by the nature of the warning message
and the recipient’s behaviour.

All FWS should be ‘people-centred’ to be effective
(Basher, 2006). In other words, an understanding of
the social setting is as important as the accuracy of
the scientific information because there is often a
gap between the technical capacity of the forecast
and the ability of a community to respond to the
warning. The initial decision to warn is crucial. In
marginal situations, forecasters have to make
difficult decisions quickly and can be caught
between the dangers of issuing a false warning or
issuing no warning at all. Until recently, forecast
agencies have assumed little direct responsibility for
their products after they have been issued, an
attitude sometimes reflecting a wish to avoid legal
liability following either defective forecasts or poor
advice about damage-reducing actions. Public
confidence is most likely to be eroded in situations
where either no warning is issued or when a false
warning is given. Such mistakes can be costly. For
example, the erroneous prediction of the eruption of
the Soufriere volcano in Guadeloupe in 1976 led to
the evacuation of 72,000 people for several months.
In other circumstances, failure to issue an adequate
warning may have little practical effect.

The effectiveness of hazard response is influenced
by a number of factors. Tiered warnings, incor-
porating a ‘watch’ phase before the ‘warning’ phase,
tend to avoid gross errors involving evacuation but
not all hazards (e.g. earthquakes) are suitable for
tiered warnings. Pre-planning should ensure that all
basic procedures are understood, such as the advance
identification of the people at risk and the organ-
isations to be warned. There should also be some
alternative means to distribute messages in adverse
environmental conditions which may include the
loss of electrical power.

Feedback within the system, including an
accuracy check on the forecasters, and a response
check on those being warned, is vital. This is
because the onward transmission of the message may
be unnecessarily delayed, or even halted, at various
points by operators seeking confirmation on some
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aspect. This is most likely to happen with ambigu-
ous messages. It is believed that effective warning
messages should contain a moderate sense of
urgency, estimate the time before impact and the
scale of the event, and provide specific instructions
for action, including the need to stay clear of
the hazard zone (Gruntfest, 1987). Advice on
present environmental conditions, and notice of
when the next warning update will be issued, is
also helpful.

The behaviour of those being warned can depend
on the mode of warning and the content of the
message. For the general public, the news media act
as the primary source of information. The best
warning messages make the content personally
relevant to those expected to act on the information
(Fisher, 1996). In this context, warnings delivered
directly by other people, such as neighbours, are
relevant. Although warnings via the mass media are
most likely to be believed if issued by government
officials or a known emergency organisation, the
initial message is likely to alert people to the fact
that something is wrong rather than mobilise them
to a specific response.

Some confirmation of the first warning received
by an individual is almost always sought before any
action is taken, hence the advantage of tiered
warnings. For example, confirmation may be sought
from members of the family or the police. This
means that the interpretation of the warning
message normally takes place as a group response.
For individuals, past experience of the same hazard
raises the level of warning belief and there is some
evidence that women are more likely to interpret a
message as valid than men. Old and infirm people
living alone are less likely to make an effective
response to hazard warning, either through pro-
tecting property or evacuation, and special support
should be made available in such cases. Often
there is a reluctance to evacuate. This may be
because the message fails to specify this action, or
people believe they can cope or because they fear
looting of an empty house. There is a considerable
natural attachment to the home environment but
family groups are more likely to evacuate than
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single-person households, often to the homes of
relatives rather than to disaster shelters.

ADAPTATION - LAND USE
PLANNING

The main purpose of hazard-related land planning
is to zone land so that new development can be
steered away from dangerous sites. This is achieved
by an intervention in the market-driven process
whereby hazard-prone land, initially held in low-
intensity uses such as forestry or agriculture, is
converted into higher intensity occupation. Such
conversion increases land values and therefore leads
to greater losses to life and property when disaster
strikes. The conversion process is driven by com-
petition for land and a desire to achieve profits — all
functions of population growth, urbanisation and
wealth creation. Especially in the MDCs, greater
affluence and leisure time has led to second homes
and recreational facilities in environments, such as
coasts and mountains, which can be hazardous. So
far, land-use planning has been adopted mainly in
the wealthier countries but there is a strong case for
its wider application and El-Masri and Tipple
(2002) place better land planning, along with
improved shelter design and institutional reform, at
the heart of sustainable hazard mitigation for
developing countries.

Land use can be regulated at scales from the
regional plan level through town zoning ordinances
down to individual plot division byelaws. The
approach works most visibly by prohibiting new
building in high-hazard areas, a policy that can
conflict with other community objectives and with
local vested interests. Typically these include the
original landowners, estate agents, developers and
builders, who are all driven by a powerful profit
motive. In addition, the designation of hazard zones
within areas already developed for housing will be
opposed by the residents who anticipate a loss in
market value of their property. According to Burby
and Dalton (1994), hazard-based land planning is
most likely to be adopted by local councils if

sponsored by the national government. There are
also ways in which the policy can gain the wider
community support it needs. For example, whilst
low-density zoning might be imposed in order to
limit the potential property losses in one area, the
builder concerned might be compensated by the
granting of a permit for a high-density development
in a safer area nearby. Land use planning can gain
public support by guiding new development away
from environmentally sensitive areas, such as
wetlands, and by zoning some hazard-prone areas,
such as river corridors, for outdoor recreation. Low
levels of building density can be maintained by
permitting large lots only to be developed or by
dedicating areas to various open-space uses, such as
parks or grazing.

The main limitations on land-use planning
are:

¢ lack of knowledge about the hazard potential of
events which might affect small areas, e.g.
individual building plots

¢ the presence of existing development

e the infrequency of many hazardous events
and the difficulty of raising community aware-
ness

¢ high costs of hazard mapping, including detailed
inventories of existing land use, structures and
occupancy rates

¢ local resistance to land controls on political and
economic grounds.

Land use controls are most successful in communi-
ties that are growing and still have undeveloped
land available. To this extent, they work best in the
areas that need them least. Conversely, in areas
where the pressure for land development is high,
zoning will be less effective. Hazard-prone land
often appears very desirable. Many landslide areas
and floodplain sites have outstanding scenic views
and can command high market prices if there is
no awareness of a threat. Under the ancient legal
doctrine of caveat emptor (‘let the buyer beware’),
there is no obligation for the owner of such land
to disclose any risks but, in some countries, legi-



slation now requires the vendor to disclose geo-
logical and other environmental hazards at an early
stage so that the potential buyer can make an
informed decision (Binder, 1998). Such legal
impediments are unpopular with local commercial
interests and planning authorities may refuse to
adopt land use regulations, believing that they will
lose economic initiatives to more lenient com-
munities nearby. To minimise this, controls are best
imposed — and policed — on the widest possible
spatial scale.

Effective land controls depend on the quality of
the information available. An accurate delimita-
tion of the hazard zone is crucial. Any regulations
adopted must be seen to be reasonable in terms
of the development controls proposed and should
be capable of defence in a court of law. Ideally,
variations in risk should be identifiable down to the
level of individual properties. For many hazards,
such as cyclones and earthquakes, such precision is
unattainable and the greatest accuracy is achieved
with topography-dependent hazards like floods,
landslides and avalanches.

Macro-zonation

Macro-zonation (regional planning) can help to steer
broad policy decisions. For example, the regional
map of seismic risk in New Zealand (Fig. 6.9) could
be used to delineate national priority areas for
recrofitting existing buildings with anti-seismic
measures or for the introduction of anti-seismic
building codes for new development.

Micro-zonation

Zoning ordinances are used to implement the
regional plan at the scale of communities and build-
ing lots. They can be used to control development
through the provision of reports on aspects such as
soils, geological conditions, grading specifications,
drainage requirements and landscape plans as well
as specific hazard threats. Relatively large-scale
maps (at least 1:10,000) are usually required for
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zoning in high-risk urban areas. Other regulations
then apply when applications are made for deve-
lopment at the building plot level. For example,
subdivision regulations ensure that the conditions
under which land may be subdivided are in con-
formity with the general plan.

Micro-zonation is most successful for those
hazards created by fluid flows of material that are
guided across the Earth’s surface by topography.
These can allow credible planning restrictions on
development down to plot level and include floods,
plus some lava flows and mass movement hazards.
Box 5.4 demonstrates the process for the likely path
of a debris flow across an alluvial fan in the Andorran
Pyrenees. Earthquake micro-zonation is less precise
but is very important because of the high threat
potential. In this case the identification of active
fault lines is crucial and building controls are then
usually imposed over a set-back corridor running
alongside the fault as illustrated in Box 5.5 for an
area in California.

For high-risk areas, a number of options are
available. The public acquisition of hazard-prone
land is the most direct measure available to local
governments. Once acquired, the lands can be
managed to protect public safety or to meet other
community objectives, such as open space or
recreational facilities. But land acquisition is expen-
sive and local authorities rarely have the resources
for outright purchase. Another option is for an
agency to acquire land through purchase and then
control development in the public interest, such
as leasing it for low-intensity use. If public lands
are available close to a hazard zone, and if the
occupants are willing to relocate, it may be possible
for privately owned hazardous areas to be exchanged
for safer land. Any movement of structures or
occupants or the demolition of unsafe buildings is
almost always difficult, expensive and controversial.
For example, relocation away from the area may
destroy any potential the land might have to
promote growth and generate local tax revenues.
The purchase and demolition of buildings with
historical or architectural importance will also
generate opposition from pressure groups.

97



98

THE NATURE OF HAZARD

Box 5.4

DEBRIS FLOW HAZARD ZONING IN THE PYRENEES

Debris flows caused by storm rainfall over small
torrent catchments create a hazard for many small
villages in steep mountainous regions. This mass
movement threat is greatly increased by socio-
economic pressures, often associated with tourism
and winter sports activity, to develop any available
flat land either on the valley floor or on the debris
fan itself at the mouth of the torrent. In 1998 the
Principality of Andorra in the Pyrenees adopted
an Urban Land Use and Planning Law prohibiting
new building development in zones exposed to
natural hazards (Hiirlimann et /., 2006). In 2001,
the government facilitated the production of a
preliminary Geohazard Map of all mass movement

hazards within the country, including debris flows,
at the 1:5000 scale. More detailed geotechnical
studies and maps of debris flows at the 1:2000
scale have since followed for certain high hazard
areas. The maps are based on a matrix analysis
including flow intensity and the the estimated
annual probability of events with average
recurrence intervals as follows: high hazard <40
years, medium hazard 40 to 500 years, low hazard
>500 years and very low hazard where no flow
evidence exists.

The village of Llorts is built on the northern
part of a debris fan deposited at the outlet of a
4 km? catchment drained by three torrents,
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Figure 5.13 Debris flow hazard map of the alluvial fan at Llorts in the Pyrenean Principality of Andorra. After

Hiirlimann ez /. (2006).
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although it is the Angonella torrent that primarily
feeds the fan (Fig. 5.13). The highest part of the
catchment reaches 2,600 m above sea level (asl)
whilst the fan apex is at 1,475 m asl and 250 m
long with an average slope of some 12°. Future
debris flows can freely enter the apex of the fan and
a high-hazard zone was delimited in this presently
undeveloped area. Although most of the village is

situated in the designated safe area, some existing
buildings are exposed to moderate and low level
hazard. Elsewhere in Andorra, similar fans have
already been identified as suitable for building
development and it will be important for maps
such as this to be absorbed into the official
building codes so that land-use planning in the
mountains can be better regulated.

Public education can help to discourage develop-
ment in hazardous areas. Some of the simplest
methods — like the posting of warning notices —
help to highlight the threat. Since any effective
hazard-reduction strategy depends on the under-
standing and cooperation of the community as a
whole, public information programmes are essential
aids. These programmes may operate through a
wide variety of dissemination means, including
conferences, workshops, press releases, and the
publication of hazard zone maps. Financial measures
can discourage development in hazardous areas.
Unlike land acquisition and zoning, which directly
control development, the use of financial incentives
and disincentives work indirectly by altering the
relative advantage of building in a hazard zone. For

example, the appropriate local government body
may elect to locate any investment in public
facilities, such as roads, water mains and sewers,
only in those areas deemed hazard-free and zoned for
development. Any national government scheme
that provides grants, loans, tax credits, insurance or
other type of financial assistance has a large potential
effect on both public and private development. As
a positive incentive, government can offer tax credits
on hazard-prone land that is left undeveloped or
developed at a low density only. Financial dis-
incentives can also be used to deter land conversion.
For example, in the USA federal grants and benefits
are withheld from flood-prone communities that do
not participate in the National Flood Insurance
Program.

Box 5.5
EARTHQUAKE HAZARD ZONING IN

Seismic microzonation has been a goal in the
United States for many years — especially in
California — where the 1972 Alquist-Priolo
Earthquake Fault Zoning Act was passed to reduce
the effects of surface faulting on residential
property. This state law was enacted as a direct
result of property damage arising in the 1971 San
Fernando earthquake. It is concerned only with
surface fault rupture, the situation when deep-
seated ground movement breaks through to the

CALIFORNIA

land surface. The State Geologist is required to
establish and map regulatory zones (Earthquake
Fault Zones) around the surface traces of known
active faults, i.e. a fault that has ruptured in the
last 11,000 years. Local agencies must then control
most types of proposed development within these
zones, including all land divisions and most
structures built for human occupancy. No new
structure for human occupancy can be placed over
a fault trace and must be set back at least 50 feet.

continued
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For residences erected before the designation of the
regulatory zone, real estate agents must disclose
to potential buyers that the property is within
a fault zone. Because of low occupancy rates,
the Act does not cover public facilities, like
water pipelines, and generally does not apply to
industrial sites although local agencies can be
more restrictive than state law requires.

Figure 5.14 shows a portion of the Alquist—
Priolo Earthquake Fault Zone Map covering
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part of the creep-active Concord fault located in
downtown Concord in the eastern San Francisco
Bay area. ‘C’ indicates the fault creep. The fault is
characterised by a slip rate of about 3.5mm yr!.
All zone boundaries are defined by straight
lines drawn by joining up ‘turning points’ at
locations easily identified on the ground, such as
road junctions and drainage ditches. Most zones
have an average width of about one-quarter
mile.

Figure 5.14 A portion of an
Alquist—Priolo earthquake
fault zone map in California
showing part of the
Concord fault, and the
surrounding zone of land
regulation, in downtown
Concord in the eastern San
Francisco Bay region. This
creep-fault (fault creep
indicated by ‘C’) is
characterised by a slip rate
of about 3.5 mm yr!.
Reproduced with
permission, California
Geological Survey

from Official Map of
Alquist—Priolo Earthquake
Fault Zones, Walnut Creek
Quadrangle (1993).
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THE EXPERIENCE AND
REDUCTION OF HAZARD

Naturae enim non imperatur, nisi parendo
(Nature, to be commanded, must be obeyed)
Francis Bacon, 1561-1626
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TECTONIC HAZARDS

Earthquakes

EARTHQUAKE HAZARDS

In the first six years of the twenty-first century, over
200 fatal earthquakes were recorded with a total loss
of life of over 360,000 people. This compares with
less than 2 million recorded fatalities in the previous
century. The greatest death toll from a recent single
event occurred in the 2004 Sumatra earthquake and
tsunami when about 230,000 people lost their lives.
Impacts on a similar, or even larger scale, have been
previously recorded. The 1976 Tangshan earthquake
in China had an official death toll of 255,000,
although some estimates put it as high as 655,000
or 750,000 people, whilst the 1920 Haiyuan
(Gansu) earthquake, also in China, is thought to
have killed about 200,000.

The greatest losses of life and infrastructure are
found whenever there is a combination of intense
energy release along the earthquake fault and high
levels of human vulnerability. This combination
exists where large earthquakes occur in close proxi-
mity to people living in areas with high population
densities and poorly constructed buildings. The
fatalities at Tangshan were so high because the
earthquake occurred at a shallow depth directly
underneath a city of one million people, most of
whom were sleeping in structurally weak houses.
Over 90 per cent of the residential buildings were

destroyed. Even when a large earthquake affects a
rural area, the relative cost can be high. In the 1993
earthquake at Maharashtra (India), the extent of
destruction to key agricultural assets exceeded 50
per cent and created severe difficulties for the
survivors seeking to regain their livelihoods (Table
6.1). Earthquakes are a major threat worldwide to
some of the most advanced economies, as well as the
LDCs. For example, the 1995 Kobe (Japan) earth-
quake killed more than 5,300 people and made
300,000 homeless. Serious concerns remain about
the likely future damage associated with a damaging
earthquake in Tokyo.

Table 6.1 The proportion of agricultural assets
destroyed by the 1993 Mahrashtra earthquake

Livestock Per cent  Implements Per cent
Cattle 18.3 Buffalo carts  36.6
Buffalo 23.5 Tractors 48.9
Goats/Sheep  47.5 Ploughs 50.2
Donkeys 43.5 Pump Sets 47.8
Bullocks 12.9 Cattle Sheds ~ 67.2
Poultry 65.3 Sprayers 62.3

Note: The survey covered 69 affected villages with a
population of 170,954 persons.

Source: Adapted from Parasuraman (1995)
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Generally speaking, large earthquakes pose the
greatest hazard because they shake the ground more
severely, for a longer duration and over more exten-
sive areas than smaller events. But event magni-
tude may be over-ridden, and is often amplified,
by local conditions. For example, geological factors
can increase losses especially when either steep
slopes cause landslides, or alluvial soils liquefy
and enhance the ground shaking. Most of the
estimated 200,000 deaths in the 1920 Haiyuan
earthquake arose from slope failure when loess
deposits collapsed and buried entire towns. In urban
areas, fire is an important secondary peril, often due
to the rupture of gas and water pipes. Over 80 per
cent of the property damage in the San Francisco
earthquake of 1906, when about 3,000 people
died, was due to fire. The worst natural disaster
in Japan was the Great Kanto earthquake of 1923,
which killed nearly 160,000 people in Tokyo and
Yokohama. The earthquake occurred at a time
when over a million charcoal braziers were alight
in wooden houses to cook the midday meal. The
resulting fires destroyed an estimated 380,000
dwellings.

The time of day that an earthquake strikes is
usually highly significant in determining the level
of human fatalities. The 1992 earthquake at
Erzincan (Turkey) claimed only 547 lives, largely
because it happened in the early evening when many
people were worshipping in local mosques that were
comparatively earthquake-resistant. In contrast,
the 2005 Kashmir earthquake killed over 19,000
children alone, mainly because the tremblor struck
during school hours and a majority of the poorly
constructed schools collapsed in the shaking.

THE NATURE OF EARTHQUAKES

Earthquakes are caused by sudden movements,
comparatively near to the earth’s surface, along a
zone of pre-existing geological weakness, called a
fault. These movements are preceded by the slow
build-up of tectonic strain that progressively
deforms the crustal rocks, producing stored elastic

energy. When the stress exceeds the strength of the
fault, the rock fractures. This sudden release of
energy produces seismic waves that radiate out-
wards. It is the fracture of the brittle crust, followed
by elastic rebound on either side of the fracture,
which is the cause of ground shaking. The point of
rupture (bypocentre) can occur anywhere between the
earth’s surface and a depth of 700 km. Typically, the
rupture of the fault then propagates along the fault,
with earthquake waves being radiated from along
the fault plane, not just from the hypocentre. The
size of the earthquake depends upon the amount of
movement on the fault — generally larger faule
movements mean bigger earthquakes — and how
much of the fault ruptures — generally longer fault
ruptures lead to bigger earthquakes. Thus, the 2004
Sumatra earthquake was very large (M,=9.3)
because a very large displacement of the fault
(approx. 15 m) occurred over a very long fault
distance (1,600 km). It is also true that the most
damaging events, accounting for about three
quarters of the global seismic energy release, are
shallow-focus earthquakes (<40 km below the
surface). For example, the 1971 San Fernando
earthquake in California had only a moderate
magnitude (M, =6.6) but, because it occurred only
13 km below the surface near a highly urbanised
area, the level of damage was high.

The global distribution of earthquakes is far from
random. About two thirds of all large earthquakes
are located in the so-called ‘Ring of Fire’ around the
Pacific ocean which, in turn, is closely related to the
geophysical activity associated with plate tectonics
(Bolt, 1993). The earth’s crust is divided into more
than 15 major lithospheric plates (Fig. 6.1). These
plates move across the globe at speeds of up to 180
mm yr~!, carried along by convection currents in the
mantle. Most earthquakes occur at locations in
which the plates collide (Table 6.2), especially in the
so-called subduction zones, where one plate is forced
under another (Fig. 6.1). Sometimes earthquakes
also occur at weak points within plates. Although
intra-plate earthquakes account for less than 0.5 per
cent of global seismicity, they are a significant
threat. For example, during a few months in the



winter of 1811-12, three large earthquakes deci-
mated the town of New Madrid in Missouri, USA.
The third of these earthquakes is thought to have
been the largest seismic event ever to have struck
the contiguous states of the USA, even though the
location was hundreds of kilometres distant from a
plate boundary.

Earthquake magnitude

Earthquakes are measured at the epicentre, the point
on the Earth’s surface directly above the hypocentre.
Earthquake magnitude is measured on one of the
scales based on the work of Charles Richter. These
scales describe the total energy released by the
earthquake in the form of seismic waves that radiate
outwards from the fault plane. This energy can be
determined using seismographs that measure the
amplitude of the ground motion during the

earthquake. The original system, which is often
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Table 6.2 The ten largest earthquakes in the world
since 1900

Location Date Magnitude
M)
Chile 1960 9.5
Alaska 1964 9.2
Sumatra 2004 9.1
Kamchatka 1952 9.0
Ecuador (off the coast) 1906 8.8
Alaska 1965 8.7
Sumatra 2005 8.6
Assam-Tibet 1950 8.6
Andreanof Islands, Alaska 1957 8.6
Indonesia, Banda Sea 1938 8.5

Source: After US Geological Survey at http://neic.usgs.gov/
neis/eqlists (accessed on 16 February 2008)
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Figure 6.1 World map showing the relationship between the major tectonic plates and the distribution of recent
earthquakes and volcanoes. After G. W. Housner and quoted in Bolt (1993).
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known as the Richter scale, measures the /Joca/
magnitude M) of the earthquake, but for technical
reasons this scale cannot be used for very large
earthquakes. More recently, seismologists have used
a slightly different scale based upon the moment
magnitude M), which more reliably estimates the
amount of energy released. This scheme takes into
consideration both the area of the fault that has
broken and the amount of movement that has
occurred on it. The moment magnitude scale has
been tuned so that the resultant values are reason-
ably close to those of the original local magnitude
scale to ease comparison. Nowadays, scientists
almost always use the moment magnitude scale.

It is important to understand that the scale is not
linear. In Richter’s original system, each point on
the M; scale indicated an order of magnitude
increase in the measured ground motion. Thus, a
M, = 7.0 earthquake produces about 10 times more
ground shaking than a M; = 6.0 event and around
1,000 times more ground shaking thana M; = 4.0
event. Approximate energy-magnitude relation-
ships show that, as the magnitude increases by one
whole unit, the total energy released increases by
about 32 times. The moment magnitude (M) scale
also measures this energy release, and thus an
M, = 6.0 event releases about 32 times more energy
than does an My, = 5.0 event. An M, = 9.0 event,
such as the Sumatra earthquake, will release over 1
million times more energy than a M, = 5 event.
The scale has no theoretical upper limit. Empirical
evidence suggests that most shallow earthquakes

need to attain a magnitude of at least M, = 4.0
before damage is observed on the surface (Bollinger
et al. 1993). Whilst such events occur several times
each day worldwide, the number that cause signifi-
cant damage is small (Table 6.3).

The amount of loss and destruction caused by an
earthquake depends upon many factors including:

e the duration of shaking, In general, longer periods
of shaking lead to more damage, even if the
magnitude of the shaking is the same

e the distance from the fault. As the earthquake
waves radiate outwards from the fault, their
energy reduces with distance. Thus, locations
further from the fault tend to experience lower
levels of shaking

o Jocal conditions. There are a series of local condi-
tions that can affect the nature of shaking. For
example, soil and rock properties alter the
characteristics of the earthquake waves, and
topographic effects can also be significant

o population density. Clearly, if the population
density is high, more people will be at risk from
an earthquake

* \building quality. A key determinant of earth-
quake impact is the quality of building con-
struction. Weak structures are most prone to
collapse. But, in some cases, more people may
survive the collapse of lightweight buildings,
partly because the buried victims can be
recovered more easily following the failure of
simple, un-reinforced structures.

Table 6.3 Annual frequency of occurrence of earthquakes of different magnitudes based on observations since

1900

Descriptor Magnitude Annual average Hazard potential

Great 8 and higher 1 Total destruction, high loss of life

Major 7-7.9 18 Serious building damage, maijor loss of life
Strong 6-6.9 120 Large losses, especially in urban areas
Moderate 5-5.9 800 Significant losses in populated areas

Light 4-4.9 6,200 Usually felt, some structural damage

Minor 3-3.9 49,000 Typically felt but usually litle damage

Very minor Less than 3 9,000 per day Not felt but recorded

Source: After US Geological Survey at http://neic.usgs.gov (accessed on 16 January 2003)



These complexities are not captured by the moment
magnitude concept which is a poor guide to the
impact of an earthquake. For example, the Kobe,
Japan, earthquake was a moderate (M, = 6.8) event.
The huge impact occurred because the shock
affected a densely populated industrial port where
buildings near the shoreline were founded on soft
soils and landfill (Fig. 6.2). Most of the wooden
housing had been built to withstand tropical
cyclones rather than earthquakes. The heavy clay-
tile roofs, typically weighing two tonnes, collapsed
and many fires were readily started in the wood
structures. Consequently over 90 per cent of the
6,400 fatalities occurred in areas of suburban
housing.

TECTONIC HAZARDS: EARTHQUAKES

Earthquake intensity

Earthquake intensity is a measure of the level of
ground shaking that correlates more directly with
hazard impact than does magnitude. It is estimated
on the Modified Mercalli (MM) scale which allocates
a numerical value to observations of the temblor and
the extent of physical damage (see Box 6.1). The
scale ranges from MM = I (not felt at all) to MM =
XII (widespread destruction). At first glance the
MM scale appears to be less ‘scientific’ than the
magnitude scales because it relies upon qualitative
descriptions rather than empirical measurements.
However, it does capture the practical elements of
earthquake impact outlined above. Another advant-
age is that, based on historical accounts, MM inten-
sities can be assigned to earthquakes that occurred
prior to the introduction of direct measurements.

[ | Areas where more than 80%
of buildings collapsed or were
severely damaged

- Areas where fires spread

Liquefaction areas

Port Island

PACIFIC

d

OCEAN

Figure 6.2 Map showing the distribution of damage following the 1995 Kobe earthquake. Fires spread in the more
densely built-up areas of the city and liquefaction was widespread in the reclaimed industrial land along the

shoreline. After Menoni (2001).
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Box 6.1
THE MODIFIED MERCALLI EARTHQUAKE INTENSITY SCALE

Average peak Intensity value and description of impacts
velocity (cm s7')

Average peak
acceleration

I.  Not felt except by a very few under especially favourable
circumstances.

Il.  Felt only by a few persons at rest, especially on upper floors of
buildings. Delicately suspended objects may swing.

lll. Felt quite noticeably indoors, especially on upper floors of buildings
but many people do not recognise it as an earthquake. Standing
automobiles may rock slightly. Vibration like a passing truck.

1-2 IV. During day felt by many, outdoors by few. At night some
awakened. Dishes, windows, doors disturbed; walls make
creaking sound. Sensation like heavy truck striking building.
Standing vehicles rock noticeably.

2-5 V. Felt by nearly everyone, many awakened. Some dishes, windows
and so on broken; cracked plaster in a few places; unstable
objects overturned. Disturbance of trees, poles and other tall
objects sometimes noticed. Pendulum clocks may stop.

5-8 VL. Felt by all, many frightened and run outdoors. Some heavy
furniture moved; a few instances of fallen plaster and damaged
chimneys. Damage slight.

8-12 VII. Everybody runs outdoors. Damage negligible in buildings of
good design and construction; slight to moderate in well-built
ordinary structures; considerable in poorly built or badly designed
structures; some chimneys broken. Noticed by persons driving cars.

20-30 VIII. Damage slight in specially designed structures; considerable in
ordinary substantial buildings with partial collapse; great in poorly
built structures. Panel walls thrown out of frame structures. Fall of
chimneys, factory stacks, columns, walls and monuments. Heavy
furniture overturned. Sand and mud ejected in small quantities.
Changes in well water. Persons driving cars disturbed.

45-55 IX. Damage considerable in specially designed structures; well-
designed frame structures thrown out of plumb; great in substantial
buildings with partial collapse. Buildings shifted off foundations.
Ground cracked conspicuously. Underground pipes broken.

>60 X. Some well-built wooden structures destroyed; most masonry and
frame structures destroyed with foundations; ground badly cracked.
Rails bent. Landslides considerable from river banks and steep
slopes. Shifted sand and mud. Water splashed, slopped over banks.

XI. Few, if any, (masonry) structures remain standing. Bridges
destroyed. Broad fissures in ground. Underground pipelines
completely out of service. Earth slumps and land slips in soft
ground. Rails bend greatly.

XIl. Damage total. Waves seen on ground surface. Lines of sight
and level distorted. Objects thrown into the air.

0.015g-0.02g

0.03g-0.04g

0.06g-0.07g

0.10g-0.15¢g

0.25g-0.30g

0.50g-0.55¢g

>0.60

(Note: g is gravity = 9.8 m*2).




This allows the production of isoseismal risk maps
and allows earthquake records to be extended back
in time.

PRIMARY EARTHQUAKE HAZARDS

During an earthquake the extent of ground-shaking
is measured by strong motion seismometers. These
instruments, which function only when set in
motion by strong ground tremors, record both
horizontal and vertical accelerations caused by the
earthquake (Box 6.2). Analysis of the data collected
by these instruments shows that an earthquake
produces four main types of seismic wave (Fig 6.3):

® Primary waves (P-waves) are vibrations caused by
compression, similar to a shunt through a line of
connected rail coaches. They spread out from the
earthquake fault at a rate of about 8 km s7! and

Undisturbed medium

rCompressionsT

L Dilations——

’A P Wave
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Figure 6.3 Schematic illustrations of the four main
types of earthquake waves: a. P-waves; b. S-waves;
c. Rayleigh waves; d. Love waves.
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are able to travel through both solid rock and
liquids, such as the oceans and the Earth’s liquid
core.

o Secondary-waves (S-waves) move through the
earth’s body at about half the speed of primary
waves. These waves vibrate at right-angles to the
direction of travel similar to a wave travelling
along a rope held between two people. S-waves,
which cannot travel through liquids, are
responsible for much of the damage caused by
earthquakes as it is difficult to design structures
that can withstand this type of motion.

* Rayleigh waves are surface waves in which
particles follow an elliptical path in the direction
of propagation and partly in the vertical plane,
much like water being affected by an ocean wave.

e Love waves (L-waves) are similar to Rayleigh
waves but with the vibration occurring solely in
the horizontal plane.

The overall severity of an earthquake is dependent
on the amplitude and frequency of these wave
motions. The S- and L-waves are more destructive
than the P-waves because they have a larger
amplitude and force. In an earthquake, the ground
surface may be displaced horizontally, vertically or
obliquely depending on the wave activity and the
local geological conditions (Box 6.2). Most earth-
quake losses are due to the subsequent collapse of
buildings. For example, in the 1999 Chi-Chi
earthquake in Taiwan, it was estimated that over
100,000 buildings collapsed causing 2,029 (86 per
cent) of the 2,347 deaths in this event (Liao et 4/.
2005).

SECONDARY EARTHQUAKE
HAZARDS

Soil liquefaction

A serious secondary hazard associated with loose
sediments is soil liquefaction. This is the process by
which water-saturated material can temporarily lose
strength and behave as a fluid because of strong
shaking. Poorly-compacted sand and silt situated at
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Box 6.2

Information on ground motion is necessaty to
understand the behaviour of buildings in
earthquakes. Ground acceleration is usually
expressed as fractions of the acceleration due to
gravity (9.8 m s72). Thus, 1.0g represents an
acceleration of 9.8 m s~2, whilst 0.1 g=0.98 m s2.
If an unsecured object experienced an acceleration
of 1.0g in the vertical plane it would in effect
become weightless, and thus could leave the
ground. Values as large as 0.8 g have been recorded
in firm ground from earthquakes with magnitudes
as small as M, =4.5, whilst the 1994 Northridge
earthquake had localised peak ground motions of
nearly 2.0 g. Even very strong structures struggle
to deal with such high vertical accelerations.
However the greatest damage is often generated
by the Love waves, which cause horizontal
shaking. Some unreinforced masonry buildings
(URMs) may be unable to cope with horizontal
accelerations as small as 0.1 g.

Local site conditions influence ground motion.
Significant wave amplifications occur in steep
topography, especially on ridge crests. Ground
motions in soil are enhanced in both amplitude
and duration, compared to those recorded in rock.
As a result, structural damage is usually most
severe for buildings founded on unconsolidated
material. In the Michoacan earthquake of 1985 the
recorded peak ground accelerations in Mexico City
varied by a factor of 5. Strong-motion records
obtained on firm soil showed values of around
0.04g. This compared with observations from
urban areas located on a dried lakebed where peak
ground accelerations reached 0.2g. Similar effects

GROUND-SHAKING IN EARTHQUAKES

were noted in the San Salvador earthquake of
1986. This had a very modest size (MW=5.4) but
destroyed thousands of buildings as well as
causing 1,500 deaths. The reason was rooted in
layers of volcanic ash, up to 25 m thick, which
underlie much of the city. As the three-second
long earthquake tremor passed upwards through
the ash, the amplitude of ground movement was
magnified up to five times.

The scale of destruction also depends on the
frequency of the vibrations and the fundamental
period of the structures at risk. The frequency of
a wave is the number of vibrations (cycles) per
second measured in units called Hertz (Hz). High
frequency waves tend to have high accelerations
but relatively small amplitudes of displacement.
Low frequency waves have small accelerations but
large velocities and displacements. During earth-
quakes, the ground may vibrate at all frequencies
from 0.1 to 30 Hz. If the natural period of a
building’s vibration is close to that of seismic
waves, resonance can occur, which causes the
building to sway. Low-rise buildings have short
natural wave periods (0.05-0.1 seconds) and high-
rise buildings have long natural periods (1-2
seconds). The P- and S-waves are mainly respon-
sible for the high frequency vibrations (>1 Hz)
that are most effective in shaking low buildings.
Rayleigh and Love waves are lower frequency and
more effective in causing tall buildings to vibrate.
The very lowest frequency waves may have less
than one cycle per hour and have wavelengths of
1,000 km or more.

depths less than 10 m below the surface is the
principal medium. In the 2001 Bhuj earthquake,
many reservoir dams were damaged by soil liquefac-
tion in the water-saturated alluvial foundations
(Krinitzsky and Hynes, 2002). According to Tinsley

et al. (1985), four types of ground failure commonly
result:

o Lateral spread involves the horizontal displace-
ment of surface blocks as a result of liquefaction



in a subsurface layer. Such spreads occur most
commonly on slopes between 0.3 and 3°. They
cause damage to pipelines, bridge piers and other
structures with shallow foundations, especially
those located near river channels or canal banks
on floodplains.

Ground oscillation occurs if liquefaction occurs at
depth but the slopes are too gentle to permit
lateral displacement. Oscillation is similar to
lateral spread but the disrupted blocks come to
rest near their original position, while lateral
spread blocks can move significant distances.
Oscillation is often accompanied by the opening
and closing of fissures — for example, in the 1964
Alaskan earthquake, cracks up to 1 m wide and
10 m deep were observed.

Loss of bearing strength usually occurs when a
shallow layer of soil liquefies under a building.
Large deformations can result within the soil
mass causing structures to settle and tip. In
the Niigata, Japan, earthquake of 1964, four
apartment buildings tilted as much as 60° in
unconsolidated alluvial ground. This loss of
bearing strength was a key reason for the high
death toll in the 1985 Mexico City earthquake,
in which about 9,000 people died, even though
the city was nearly 400 km from the fault
rupture. Such failures also cause substantial
damage to port facilities which are built on
reclaimed land by dredging sand and silt.
Although few deaths occur as a result of this
process, both the short-term impact on the
delivery of aid and the longer-term economic
effects due to disruptions of trade can be
substantial.

Flow failure is associated with the most
catastrophic liquefaction. This type of slope
failure occurs when liquefaction occurs at the
surface as well as at depth. Flow failures can be
very large and rapid, displacing material by tens
of kilometres at velocities of tens — or even
hundreds — of kilometres an hour. Such failures
can happen on land or under water. The devasta-
tion of Seward and Valdez, Alaska, in 1964 was
largely caused by a submarine flow failure at the
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marine end of the delta. This carried away the
harbour area and created water waves which
swept back into the town causing further
damage.

Landslides, rock and snow avalanches

Severe ground shaking can cause natural slopes to
weaken and fail. The resulting landslides, rock and
snow avalanches are major contributors to earth-
quake disasters, largely because many destructive
earthquakes occur within mountainous areas. For
example, more than half of all deaths recorded after
large magnitude (M, >6.9) earthquakes in Japan
are attributed to landslides (Kobayashi, 1981).
Correlations between magnitude and landslide
distribution show that landslides are unlikely to be
triggered by earthquakes less than M=4.0 but that
the maximum area likely to be affected by landslides
in a seismic event increases rapidly thereafter to reach
500,000 km? at M = 9.2 (Keefer, 1984). Central
America is a region where landslides occur frequently
after earthquakes (Bommer and Rodriguez, 2002).
There is considerable spatial variation in risk due to
differences in topography, rainfall, soils and land use
conditions. Landslides also cause vary major
problems for the delivery of aid in the aftermath of
earthquakes, especially in mountainous countries
(Box 6.3).

The greatest landslide hazard exists when high
magnitude events (M, = 6.0 or greater) create rock
avalanches. These are large (at least one million m?)
volumes of rock fragments that can travel for tens
of kilometres from their source at velocities of
hundreds of kilometres per hour. A particularly
notable mass movement occurred when an offshore
earthquake (M, = 7.7) triggered a massive rock
and snow avalanche from the overhanging face
of Huascardn mountain, Peru, in 1970 (Plafker
and Ericksen, 1978). At an altitude of 6,654 m,
Huascardn is the highest peak in the Peruvian Andes
and its steep slopes have been the source of many
catastrophic slides. In 1970 the resulting turbulent
flow of mud and boulders, estimated at 50—100 X
10° m?, passed down the Shacsha and Santa valleys,
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Box 6.3

PROBLEMS OF AID DELIVERY IN THE
EARTHQUAKE

The M, =7.6 earthquake that struck on 8 October
2005 had a devastating impact on a large area of
Pakistani Kashmir (Plate 6.1). According to offi-
cial government statistics, the earthquake killed
over 73,000 people in Pakistan, of which 19,000
were school age children. A further 1,360 persons
died in India. It left over 100,000 people with
injuries. Over 780,000 buildings were damaged
beyond repair, the vast majority (97 per cent)
of which were houses. As a result, approximately
2.8 million people were lefc homeless.

In the immediate aftermath of the disaster, a
massive relief operation was initiated both by the

AFTERMATH OF A MAIJOR

Government of Pakistan and by international
agencies, such as the International Committee of
the Red Cross and the World Food Program.
However, the provision of assistance was hugely
hindered by two key factors:

e the level of preparedness for the earthquake both
within Pakistan, and in Kashmir in particular,
was very low. This meant that very little plan-
ning had been undertaken as to how the logistics
of the operation would be undertaken;

e the Kashmir area is highly mountainous with
limited communication routes.

Plate 6.1 Widespread earthquake damage in Balakot, North West Frontier Province, Pakistan. The town was
near the epicentre of the 7.6 magnitude earthquake that struck on 8 October, 2005, and killed over 70,000
people. (Phato: Chris Stowers, PANOS)
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The latter factor caused many problems. One of
the main areas affected by the earthquake was the
valley of the river Neelum. This area can be
accessed by a single road only which crosses the
fault in a zone with a steep river gorge (Plate 6.1).
Landslides due to the earthquake blocked this road
over a 20 km stretch and, in the after-shocks,
landslides continued to occur on an hourly basis.
Additionally, many of the most seriously damaged
villages were located on the high slopes of the
mountains, accessed only by small roads traversing
very steep hillsides. In almost all cases, these roads
were destroyed (Peiris et 2/., 20006).

Thus, the provision of assistance was extremely
difficult. Even an assessment of the needs of the
population was problematic as the evaluation
teams could not travel through the earthquake
affected areas without the use of helicopters,
which were in short supply. Alchough the govern-
ment mobilised 12 brigades of the engineer
corps of the Pakistan Army, most of the major
highways required a month to be reopened and the
key Neelum Valley road took six weeks. Some
of the minor roads remained closed three years
later, and nearly all are still damaged regularly by
landslides.

The problems presented to the authorities
included restrictions on the supply of emergency
medical care, food and shelters. The latter prob-
lem was of great concern as the winter in Kashmir
is very cold. As a result, two unusual measures
were taken in Kashmir. First, there was a huge
effort to move people into refugee camps close to
the main roads in the valley floors. In most cases
this meant moving people away from their home
villages. This is not generally desirable as it
increases the trauma of the event and limits the
rebuilding process but, given the limitations
of the transport system and the intense cold in the
mountains, this was the only realistic solution.
Second, there was a massive reliance on the use
of helicopters to deliver assistance. Helicopters
were deployed from around the world — for
example, the UK sent three RAF heavy-lift
Chinook helicopters and the United States sent a
further 12 to assist the large numbers used by the
Pakistan Air Force. Additional assistance came
from civilian agencies; the World Food Program
alone deployed 14 helicopters. Fortunately, this
response, plus the unexpectedly benign winter
conditions, was sufficient to allow the survival
of most of the earthquake-affected population.

in a wave 30 m high travelling at an average speed
of 70—100 m s™! in the upper 9 km of its course (Fig.
6.4). The wave buried the towns of Yungay and
Ranrahirca, plus several villages, under debris 10 m
deep and about 18,000 people were killed in less
than four minutes after the original slope failure
high on the mountain.

Tsunamis

The most distinctive secondary earthquake-related
hazard is the seismic sea wave or tsunami. The word
‘tsunami’ comes from two Japanese words, #s# (port
or harbour) and nami (wave or sea), an appropriate
derivation since these waves inundate low-lying
coastal areas. Most tsunamis result from tectonic

displacement of the sea-bed by large, shallow-focus
earthquakes. They can also be caused by the collapse
of volcanic islands (e.g. Krakatoa in 1883), large
rockfalls into confined bays and meteorite impacts
(see Chapter 14). In the period 1995-2007, 15
tsunamis causing fatalities were recorded world-
wide, mostly in the Pacific region (Table 6.4). One
example was the event on the north-west coast
of Papua New Guinea. Following an earthquake
(M, = 7.1) a tsunami, with maximum wave heights
of 15 m, overwhelmed a sand bar where several
small villages were built some 1-3 m above sea
level. All wooden buildings within 500 m of the
shore were swept away, resulting in almost 2,200
fatalities, and the survivors were required to relocate
inland (Gonzilez, 1999).
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Figure 6.4 Map illustrating the Mt Huascardn rock
avalanche disasters in the Peruvian Andes during 1962
and 1970. The map shows the greater extent of the
debris deposited in the 1970 event. After Whittow
(1980).

Tsunamis have claimed the lives of over 50,000
coastal residents around the Pacific Ocean during
the past 100 years, and until 2004, this was con-
sidered to be the region most at risk. In eastern
Honshu (Japan), for example, a tsunami wave 10 m

high has a return period of about a decade. The 1933
tsunami that hit the Sanriku coast, which was
caused by a submarine earthquake (M,,=8.5) with
an estimated return period of 70 years, produced a
wave up to 24 m above mean sea level (Horikawa
and Shuto, 1983). The death toll was 3,008, with
1,152 injured, together with 4,917 houses washed
away and 2,346 otherwise destroyed. Only about 10
per cent of Japanese tsunamis now cause death or
damage because of hazard mitigation policies but
330 people died in 1993 when tsunami run-up
heights reached 15-30 m following an earthquake
west of the island of Hokkaido.

The 2004 Sumatra tsunami killed about 250,000
people around the Indian Ocean and clearly
demonstrated the devastating impact of this hazard.
The cause was an earthquake resulting from move-
ment on the subduction zone fault to the west of
Sumatra. The accumulation of stress prior to the
earthquake had caused the earth’s crust to deform
downwards. When the fault ruptured, this crust
rebounded upwards, probably by about 5 m. This
lifted a huge volume of water which then flowed
outwards to equilibrate sea level and thus generated
the tsunami. The wave crossed the ocean very
quickly, arriving at the Indian and Sri Lankan coasts
just 90 minutes after the earthquake, and reached
the coast of Somalia after about seven hours. High
velocity travel occurs because tsunamis behave as
shallow water waves due to their exceptionally long
(100-200 km) wave-lengths. The forward speed of
a shallow wave depends upon the water depth
according to the following function:

Velocity = gDh

Where: g = gravitational constant (9.81)

D = depth of the ocean

so, if the depth of the Indian Ocean averages 3900 m,
Velocity = ¥ 9.81 X 3900=196 m s~'=704 km per hour.

The actual recorded velocity of the 2004 wave was
about 640 km h!, probably reflecting the slowing
down of the wave as it approached coastal regions.
As it crossed the ocean the wave was only about
60 c¢m in height and posed no hazard. But, as it
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Table 6.4 Worldwide recorded fatalities from tsunamis 1995-2007

Date Magnitude Location Number of deaths
14 May 1995 6.9 Indonesia 11
9 October 1995 8 Mexico 1
1 January 1996 7.9 Indonesia 9
17 February 1996 8.2 Indonesia 110
21 February 1996 7.5 Peru 12
17 July 1997 7 Papua New Guinea 2,183
17 October 1998 7.6 Turkey 150
26 November 1999 7.5 Vanuatu 5
23 June 2001 8.4 Peru 26
26 December 2004 9 Indonesia 250,000
28 March 2005 8.7 Indonesia 10
14 March 2006 6.7 Indonesia 4
17 July 2006 7.7 Indonesia 664
1 April 2007 8.1 Solomon Islands 52
21 April 2007 6.2 Chile 3

Source: Data from the National Geophysical Data Centre Tsunami event database: http://www.ngdc.noaa.gov/seg/hazard/

tsu.shtml accessed 16th February 2008

approached the shore, the wave slowed down and
started to increase in height (Fig. 6.5) so that on
Banda Aceh, for example, the wave reached a
maximum height of over 30 m.

Once an earthquake has been detected, and its
epicentre located, it is possible to predict with some
accuracy the arrival time of a tsunami on a distant
shoreline. In some cases the arrival of the wave is
preceded by a retreat of the sea, leaving exposed
large areas of the seashore. In the case of the Indian
Ocean tsunami, some people recognised this as an
indication of danger, and managed to escape.
However it appears that many hundreds of other
people were attracted to view the strange pheno-
menon and were then exposed to the full force of the
wave.

MITIGATION

Disaster aid

Earthquake disasters readily attract emergency
funds because of the sudden, dramatic loss of life
together with the high visual impact of television
imagery. For example, in the aftermath of the 2004

Sumatra earthquake over US$7 billion was pledged
for relief efforts by foreign governments. In addi-
tion, huge sums were pledged by individuals; in the
UK alone about US$600 million was donated. On
the other hand, great problems were associated with
the effective distribution of this aid and some funds
pledged by governments did not materialise.

After earthquakes, the initial ‘golden hours’ are
crucial for the location and rescue of victims trapped
in fallen buildings. Unfortunately, and perhaps
surprisingly, there is very little empirical data on
how many people are rescued from collapsed
buildings in the aftermath of earthquakes. Noji
et al. (1993) observed that after the 1988 Armenian
earthquake 67 per cent of rescues occurred in the
first six hours. Only 2.5 per cent of these were
completed by specialist Soviet rescue teams flown in
from outside the region and less than 1 per cent by
overseas teams. Similarly, Kobe was ill-prepared for
the 1995 disaster and the search and rescue activity
was hampered by several factors, including a legal
ruling that kept rescue dogs sent from overseas in
quarantine until the fourth day after the earthquake
(Comfort, 1996). Table 6.5 illustrates the reduction
in people recovered from buildings over the first five
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Figure 6.5 The evolution of a typical tsunami wave.
(A) earthquake initiation; (B) wave split; (C) near-
shore-wave amplification; (D) coastal run-up zone.
Adapted from US Geological Survey (Western Coastal
and Marine Geology) at www.walrus.wr.usgs.gov/
tsunami (accessed 7 June 2003). Note that the vertical
scale is greatly exaggerated in the diagram.

Table 6.5 The number of people who survived after
being rescued from collapsed buildings, by day of
rescue, following the Kobe earthquake on 17 January
1995

Date Jan Jan Jan Jan  Jan

17 18 19 20 21

Total rescued 604 452 408 238 121
Total who lived 486 129 89 14 7

Per cent rescued

who survived 80.5 285 218 59 58

Source: Comfort (1996)

days and the decline in the survival rate. In these
circumstances, local self-help is vital. After the
Michoacan (Mexico City) earthquake of 1985, the
official rescue service was so limited that residents
in the most badly damaged area set up their own
arrangements (Comfort, 1986).

Longer-term assistance is also required. The 1988
Armenian earthquake killed at least 25,000 people,
made 514,000 homeless and resulted in the evacua-
tion of nearly 200,000 persons. Following the
Soviet government’s decision to accept international
aid, over 67 nations offered cash and services
amounting to over US$200 million. A programme
was announced to rebuild the cities within a two-
year period on sites in safer areas and with building
heights restricted to four storeys. But during the
first year only two of the 400 buildings due for
construction in Leninakan were completed and
many people were still living as evacuees many
months after the disaster. Continuing aid is also
required for less tangible purposes, such as the
treatment of post-traumatic stress (Karanci and
Ristemli, 1995).

Insurance

Worldwide, the vast majority of the exposed risk
from earthquakes is presently uninsured. A catas-
trophic earthquake is one of the greatest natural
hazards faced by the USA where an estimated 70
million people are exposed to severe risk, with an
additional 120 million at moderate risk. There is a



potential for losses exceeding US$100 billion
(Lecomte, 1989). Few private companies have the
capacity to cope with this level of risk and some
countries have responded by setting up national
earthquake insurance schemes under government
control. Residential insurers pay a levy to the
fund that then provides the householder with a
guaranteed pay-out if their property is damaged in
an earthquake. Typically, part of this central fund
is invested to provide capital to cover claims and
part is used to purchase reinsurance. Any remain-
ing shortfall is underwritten by the government.
To be eligible under such a scheme, a householder
must have residential insurance and the take-up is
often low. For example, the Taiwan Residential
Earthquake Insurance Fund was established by
the government in 2002 in response to the 1999
Chi-Chi earthquake, when less than 2 per cent of
households had earthquake insurance. By 2007, the
scheme covered only 25 per cent of households and
it was estimated that the maximum take-up, when
the scheme is fully mature, would still be less than
50 per cent.

Commercial insurers limit their liability by
spreading the risk across the different hazard zones
and through reinsurance. But, given the limited
premiums that many property owners appear will-
ing to pay and the rising costs of earthquake-related
damage, some observers believe that partnerships
between private and government interests is the
way forward. Such schemes might well include a
mandatory tax on occupiers of very high-risk
properties but not all potentially active faults are
known and the insurance industry is rightly
suspicious of the degree of compliance with local
building codes in many areas.

Commercial and industrial property is not often
insured under government schemes and cover has to
be arranged through specialised private insurance
companies. On the whole, large businesses have a
much higher take-up rate for earthquake insurance
than householders. A key component of commercial
insurance is the cover for the interruption of
business that occurs when either the property itself
or the infrastructure that supports it — such as local
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roads or the electricity supply — is damaged. Often
these indirect costs are greater than the direct
physical losses to the premises.

PROTECTION

Environmental control

There is little immediate prospect of suppressing or
preventing earthquakes at source. Thus, mitigation
of the hazard must focus on vulnerability and
secondary hazards.

Hazard-resistant design

Most earthquake losses are due to the collapse of
buildings. According to Key (1995), about 60 per
cent of all deaths are due to the failure of unre-
inforced masonry structures (URMs) in rural areas.
The most vulnerable buildings are constructed from
adobe or sunbaked clay bricks. For example, the
M,,=6.5 Bam earthquake caused the almost com-
plete collapse of the adobe buildings from which the
town was constructed, causing over 26,000 deaths
(see also Chapter 3). Adobe construction is common
in arid and semi-arid regions because it is cheap,
easily worked and readily available. In Peru, an
estimated two-thirds of rural dwellers live in adobe
houses. Houses built of rubble masonry are also
vulnerable. In the Maharashtra earthquake of 1993
it was the pucca houses — with thick granite walls and
roofs of heavy timber construction — where most
deaths occurred rather than the thatched huts
and buildings with reinforced concrete frames.
By comparison, some traditional societies have
employed ‘weak’ structures as a defence against
earthquakes. In much of tropical Asia the indigenous
house is lightly built with plant matting walls and
palm-frond roofs (Leimena, 1980). Thus, in the
M,;,=8.7 Nias earthquake in Indonesia in 2005,
1,300 people were killed in building collapses but
the traditional wood framed longhouses survived
mostly undamaged. For this reason, many countries
favour houses of wood-frame construction; such
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buildings account for about 80 per cent of all
dwellings in the USA. This building type tends to
flex, rather than collapse, when subjected to ground
shaking, but it has a high fire risk.

The earthquake risk is greatest in the world’s
large cities. Here there are many URMs, as in Los
Angeles, California, where buildings erected before
the 1933 building code can be identified as
hazardous simply by date. These buildings have
been supplemented by high-rise, reinforced concrete
structures — such as apartment blocks — built to
accommodate the growing population. This means
that most urban areas present a complex array of
risk. Figure 6.6, based on the effects of the Kobe
earthquake, shows the varied relationships between
earthquake intensity and building damage for
different types of structures and also emphasises how
the threat of collapse rises with an ageing stock of
buildings. In the urban areas of the LDCs this
problem is particularly serious. For example, in
Kathmandu, Nepal, which was devastated by an
earthquake in 1934, 70 per cent of buildings are
poorly designed and even reinforced concrete
structures would perform badly in an earthquake. A
further 40 per cent of structures are constructed
from unreinforced masonry, which is also highly
vulnerable to collapse. Unsurprisingly, Kathmandu

Generally total
collapse

Extensive cracking,
storey collapses —|
common

Most buildings
showing extensive

cracking, —
occasional storey
collapse

Many buildings
showing signs —

is now considered to be a city at very high risk from
a large earthquake.

The most important tool for achieving safe
buildings in seismically-active areas is the appli-
cation of a building code. Seismic building codes have
been adopted in over 100 countries and stipulate the
minimum construction standards for the building
in order to minimise the risk of collapse. A good
seismic code starts by requiring an assessment of the
suitability of a site for construction, undertaken by
a qualified geotechnical engineer. Other things
being equal, buildings on solid rock are less likely
to suffer damage than those built on clays or softer
foundations. The assessment should include investi-
gations to ensure that buildings are not located over
faults (see Figure 6.7) and an evaluation of the
strength of the foundation material. The design of
the building and its foundations should ensure that
the structure is sufficiently strong to withstand the
maximum probable earthquake. Typically, the code
will mandate inspection to ensure compliance
(Box 6.4).

The use of building codes can improve seismic
safety but great efforts are needed to maximise
compliance and to avoid problems associated with
corruption. Another problem is that, in most coun-
tries, the vast majority of building stock pre-dates

Figure 6.6 The relationship
between earthquake intensity
(Mercalli scale) and extent of
damage for different types of
building construction based on the

effects of the 1995 Kobe

of damage
Occasional
examples -@
of damage
No damage -g:= :/ :/ ‘ ‘
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Intensity (mm)

earthquake. After Alexander
Howden Group Ltd and Institution
of Civil Engineers (1995).



TECTONIC HAZARDS: EARTHQUAKES

Box 6.4

EARTHQUAKE SAFETY AND BUILDINGS

The key to earthquake-resistance lies in the
appropriate choice of modern building design and
construction methods. In this context, strong,
flexible and ductile materials are preferred to those
that are weak, stiff and brittle. For example, steel
framing is a ductile material that absorbs a lot of
energy when it deforms. Indeed, the spread of
well-designed, steel reinforced concrete buildings
has been the primary factor in increasing earth-
quake safety for many decades. Glass, on the other
hand, is a very brittle material that shatters easily.
In practice, both types of material have to be
incorporated into structures. Some otherwise well-
designed structures collapse because of the failure
of a single element which lacks sufficient strength
or ductility. For example, buildings with flexible
frames will often fail if the frames are in-filled with
stiff masonry brickwork.

The shape of a building will influence its
seismic resistance. A stiff single storey structure
(Fig. 6.7a) will have a quick response to lateral
forces while tall slender multi-storey buildings
(Fig. 6.7b) respond slowly, dissipating the energy
as the waves move upward to give amplified
shaking at the top. If the buildings are too close
together, pounding induced by resonance may
occur between adjacent structures and add to the
destruction. The stepped profile of the vertical
mass of the building in Figure 6.7¢ offers stability
against lateral forces. Most buildings are not
symmetrical and form more complex masses
(Figures 6.7d and e). These asymmetrical struc-
tures will experience twisting, as well as the to and
fro motion. Unless the elements are well joined
together, such differential movements may pull
them apart. High-rise structures will be vulner-
able if they do not have uniform strength and
stiffness throughout their height. The presence of
a soft storey, which is a discontinuity introduced
into the design for architectural or functional

requirements, may be the weak element that
brings down the whole structure. Fig 6.7f shows
a soft ground-floor storey, perhaps introduced to
ease pedestrian traffic or car parking.

The weakest links in most buildings are the
connections between the various structural
elements, such as walls and roofs. Connections
are important in the case of pre-cast concrete
buildings where failure often results from the
tearing out of steel reinforcing bars or the break-
ing of connecting welds. In the 1994 Northridge
earthquake a number of multi-storey car parks
failed when vertical concrete columns were
cracked by lateral ground shaking to the point
where they became unable to support the hori-
zontal concrete beams holding up the different
floors. Exterior panels and parapets also need
anchoring firmly to the main structure in order to
resist collapse. Architectural style can contribute
to disaster if features like chimneys, parapets,
balconies and decorative stonework are inade-
quately secured.

Difficult construction sites (Fig 6.7g and h)
include localities near to geological faults and soft
soils that amplify ground shaking. As far as
possible these should be avoided or built up at low
densities so that, for example, buildings cannot
collide as a result of downward movement on
slopes. Some slopes may have to be reformed by
cut and fill to limit the threat from earthquake-
related landslides (Fig. 6.71). Methods of building
reinforcement include the cross bracing of weak
components, placing the whole structure in a steel
frame and the installation of special deep
foundations on soft soils (Fig. 6.7j—-1). Adequate
footings are important. High-rise buildings on
soft soils should have foundations supported on
piles driven well into the ground. Wood-framed
houses should be internally braced with plywood
walls tied to anchor bolts linked into foundations
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1-2 m deep. Some new buildings can be mounted
on isolated shock absorbing pads made from
rubber and steel which prevent most of the
horizontal seismic energy being transmitted to the
structural components. The technique is expensive
but provides maximum protection for the loose

contents of buildings, thus making it attractive
for hospitals, laboratories and other public
facilities. In addition, base-isolated buildings need
less structural bracing to withstand lateral forces
so that the reduction in construction materials
offsets the extra cost of the isolation system.

the building code. Retrofitting old buildings to meet
the standards set in the building code is often expen-
sive and, consequently, is difficult to implement.
California alone has about 50,000 unreinforced
masonry buildings constructed before 1933 and
now deemed to be unsafe in an earthquake. The
Unreinforced Masonry Building law passed by the
state legislature in 1986 required all cities and
counties in areas of high seismic hazard, which
includes most of the metropolitan areas in California,
to have identified such buildings by 1 January 1990.
This inventory includes information on building
use and daily occupancy loads but it is taking a long
time to overcome the legacy of earlier construction.
In 2003 only two thirds of all such buildings had
been retrofitted to improve their resistance to
earthquake shaking (CSSC 2003).

Great importance is attached to the earthquake-
resistance of buildings such as hospitals, dams,
nuclear power stations and factories with explosive
or toxic substances. Urban lifelines for transport,
electric power, water supply and sewerage also need
some priority. Many commercial organisations take
special precautions, especially when it is impossible
to obtain insurance unless the standards laid down
in the building code are met. For example, the IBM
manufacturing plant at San José, California, was
subjected to an early retrofit programme (Haskell
and Christiansen, 1985). As a result, it was able to
get all but one of its Santa Clara buildings back
into full operation the day after the Loma Prieta
earthquake in 1989.

To be effective, a building code needs full legal
status, including facilities for up-dating the criteria
and regular inspection of projects during the con-
struction phase. For example, the Uniform Building

Code, which is updated annually in the USA,
contains a map of six seismic zones based on ground
motions and recorded damage from previous
earthquakes. The higher the apparent risk, the more
stringent the building regulations. However, seis-
mic codes are often a low priority for enforcement
(Burby and May, 1999). In the 1999 Marmara
earthquakes in north-west Turkey, 20,000 people
were killed and 50,000 injured despite the fact that
building codes have existed there since the 1940s.
Most of the deaths were blamed on non-compliance
with the building codes, in some cases the result of
financial corruption.

Even when properly applied, building codes do
not fully overcome vulnerability. Codes may be
based on an incomplete knowledge of structural
and foundation performance, especially where the
principles for one code have been based on those
from somewhere else, as is often the case. Decision-
makers are not always aware of the risk and often
fail to see any financial advantage in the greater
investment for better earthquake security. At worst,
building codes can sometimes lead to new devel-
opment in hazardous areas if they create a false sense
of security. Despite this, the wider adoption of
improved design and construction methods is the
key way to increase earthquake safety (Box 6.4).

Engineering approaches are often used to miti-
gate the impacts of secondary earthquake hazards.
For example, slopes alongside transportation net-
works may be designed to withstand the maximum
earthquake expected during the lifetime of the
structure. In New Zealand, the design standard for
road bridges is an earthquake with a 450-year return
period. Similar criteria are applied to cut slopes and
embankments. Specially engineered structures can
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Figure 6.8 Schematic depiction of tsunami engineering works, showing an offshore
breakwater and some raised coastal redevelopment, including an emergency evacuation

route, as employed in parts of Japan.

also offer some protection against tsunamis, as
illustrated by the Sanriku coast of Japan. Follow-
ing the Sanriku tsunami of 1933, the Japanese
government offered subsidies for the re-location of
some fishing villages to higher ground (Fukuchi and
Mitsuhashi, 1983). This policy proved ineffective
due to the limited availability of land for redevelop-
ment and the desire of fishermen to remain close to
the shoreline. Thus, a policy of on-shore tsunami
wall construction was adopted, although it was
insufficiently developed to prevent further tsunami
losses in 1960. After this event, the government
passed a special law to subsidise construction costs
up to 80 per cent for walls erected to cope with wave
heights equivalent to the 1960 event. Since then
engineers have sought to protect against larger
tsunamis and the highest walls stand up to 16 m
above tidal datum level. Breakwaters have been used
in addition to on-shore walls. Although breakwaters
do not take up land and can provide shelter for
shipping, they are expensive and were found to
interfere with tidal circulations and damage the
local fishing industry. More recently, the trend has
been towards the use of more elaborate on-shore
tsunami walls designed to protect coastal property
and communications, although these lead to some
aesthetic degradation of natural seascapes. Figure
6.8 shows an offshore breakwater, an onshore
tsunami wall and coastal redevelopment used as a
comprehensive tsunami defence.

ADAPTATION

Community preparedness

Community preparedness and disaster recovery
planning is a key factor in mitigating earthquake
impact. Some programmes are enacted in response
to previous failures. For example, following the
1999 Marmara earthquakes in Turkey, the govern-
ment established new emergency management
centres in Istanbul and Ankara to prepare plans for
mitigating future disasters. In the USA earthquake
preparedness has become prominent because of
long-range forecasts of potential large-scale move-
ments along the San Andreas fault and in 1981
the Seismic Safety Commission established two
Preparedness Projects to deal with the Los Angeles
and San Francisco areas. More recently, considerable
resource has been invested in community prepared-
ness projects in the tsunami-affected areas around
the Indian Ocean.

Community preparedness is best developed at the
local level within a framework provided by state or
national government. In some cases, it may be
difficult to identify the areas at greatest risk. For
example, the unexpected devastation suffered in the
Kobe earthquake of 1995 was partly attributed to
the fact that the Tokyo area was previously thought
to be more vulnerable, with the result that local
stockpiles of emergency foods and medicines at
Kobe were inadequate. Similarly, the 2005 Kashmir
earthquake in Pakistan was the first large earthquake



to affect that country in living memory. As a result,
preparedness for the disaster was at a low level. The
emergency services were not trained for search
and rescue operations and no contingency plan was
in place to bring in assistance from outside the
earthquake-affected area. Most of the local hospitals
collapsed completely. Many people who survived the
earthquake died whilst trapped under the rubble of
their houses and injured survivors subsequently died
due to a shortage of hospital beds and specialist
treatment.

The establishment of community preparedness
is not straightforward. For example, in 1985 the
California Legislature adopted a programme,
‘California at Risk: Reducing Earthquake Hazards
1987-1992’ directed, in part, at involving local
officials, city and county managers and others in an
action plan for earthquake mitigation (Spangle,
1988). The basic checklist is shown in Table 6.6.
Whilst successful, implementing such a programme
is complex and requires multiple pieces of legi-
slation. Thus, in 1995 the California Seismic Safety
Commission noted (CSSC 1995):

Although the Commission believes California’s seismic
safety practices for building and land use are among the
best in the world, there remain weaknesses that result in
unacceptable risks to life and the economy. In light
of these vulnerabilities, the Commission believes that
California cannot continue with business as usual, pat-
ticularly when there is the clear knowledge of the high
likelihood that major earthquakes will strike our urban
areas. This report recommends policy changes and
implementation measures needed to lessen future losses.

Even when fully implemented, preparedness plans
are imperfect. For example, after the Kobe earth-
quake, the road network failed because key routes
either collapsed or were blocked by fallen debris
for several days and delayed the arrival of medical
help. Better traffic management was clearly neces-
sary after this event, together with heavy lifting
equipment to clear the streets of rubble. Most
disaster experts believe that urban earthquake
survivors should be prepared to spend several days
on their own and be given training in basic first aid,
search and rescue and fire-fighting techniques. In
these circumstances, increased preparedness at the
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Table 6.6 Earthquake safety self-evaluation checklist

Existing development

¢ hazardous buildings inventory
strengthen critical facilities
reinforce hazardous buildings
reduce nonstructural hazards
regulate hazardous materials

Emergency planning and response

determine earthquake hazards and risks
plan for earthquake response

identify resources for response

establish survivable communications system
develop search and rescue capability

plan for multijurisdictional response
establish and train a response organisation

Future development

require soil and geologic information
update and improve safety element
implement Special Studies Zones Act
restrict building in hazardous areas
strengthen design review and inspection
plan to restore services

Recovery

¢ establish procedures to assess damage
plan to inspect and post unsafe buildings
plan for debris removal

establish programme for shortterm recovery
prepare plans for long-term recovery

Public information, education and research
work with local media

encourage school preparation

encourage business preparation

help prepare families and neighbourhoods
help prepare elderly and disabled
encourage volunteer efforts

keep staff and programmes up-to-date

Source: After Spangle and Associates (1988)

family level is important (Russell ez 2/. 1995). In
New Zealand, the government runs advertising
campaigns urging the population to have to hand
an earthquake survival pack with enough supplies
to last three days. Key elements include canned or
dried food, a portable stove, nine litres of bottled
water per person, a First Aid kit, toiletries, torches
and spare batteries, a radio, wind-proof and rain-
proof clothing and sleeping bags.
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Public participation in training schemes, such as
earthquake drills, is necessary for good preparedness.
If properly undertaken, drills and simulations can
provide practical information on emergency first aid
and household evacuation as well as raise general
hazard awareness. But such events are difficult to
organise and an attempt to hold one coordinated
drill throughout the San Francisco Bay area met
with limited success (Simpson, 2002). On the other
hand, earthquake drills in Japan are generally
successful, especially when focused upon school
children. The degree of personal preparedness is
probably best measured by the various adjustments
made to improve safety at the household level
(Lindell and Perry, 2000) but there is a need for
more direct advice about the effectiveness of
different anti-seismic adjustments in the home
(Lindell and Whitney, 2000).

Forecasting and warning for
earthquakes

A short-term earthquake prediction indicates that
an earthquake in a specific magnitude range will
occur in a specified region within a stated time-
window. Despite some which have proven to be
misplaced, we do not appear to be close to a reliable
earthquake prediction technique and it is not even
clear that such precise predictions are desirable.
However, hazard assessment for earthquakes is
routinely undertaken for planning and insurance
purposes using either probabilistic or deterministic
methods.

Probabilistic methods

A good understanding of the past frequency of large
earthquakes in any area can be used to estimate the
future likelihood of similar events. In a country like
New Zealand, where the pattern of earthquake
activity does not correlate well with the surface
geology, the historical record is useful in assessing
the short-term risk (Smith and Berryman, 1986).
Figure 6.9A uses shallow focus earthquakes of
M=>6.5 from 1840 to 1975 to map the return
periods for intensity MM VI and greater, which is

the level at which significant damage begins. Figure
6.9B shows the intensities with a 5 per cent
probability of occurrence within 50 years. Such
regional zonation has limitations because it is based
on comparatively short records and it does not take
into account local ground conditions.

A major problem with statistical methods is
the assumption that earthquakes occur randomly
through time. This may not happen because fault
lines move in many different ways and may also
interact with each other. This was well-illustrated
by the aftermath of the tsunamagenic 2004 Sumatra
earthquake. This massive event led to increased
stress concentrations on the adjacent fault lines such
that, by February 2008, there had been seven
subsequent earthquakes of M 27.0 in the same
area, including the March 2005 M, =8.7 Nias
earthquake, which killed 1,300 people; the May
2006 M, =6.2 Java earthquake, which killed 5,800
people; and the July 2006 M, =7.6 Java earthquake,
which killed 660 people. Further large events seem
likely on so-far unruptured sections of the fault, in
particular in the area of the island of Mentawi.

Problems also arise because of the difficulties
associated with the different behaviours displayed by
different fault segments. For example, the San
Andreas fault in California consists of both /ocked and
cregping segments. Locked segments allow sufficient
strain to build up to cause major earthquakes whilst
creeping segments are characterised by continuous
sliding. Such creep appears to result from the
presence of finely crushed rock and clay with a low
frictional resistance which limits the build-up of
stress. However, more competent rocks at greater
depth may accumulate stress. Dolan et #/. (1995)
claimed that, in the Los Angeles region, far too few
moderate earthquakes had occurred during the last
200 years to account for the observed accumulation
of tectonic strain. It is possible that the historic
record reflects a period of unusual quiescence but
damaging strain may be accumulating. The US
Geological Survey has calculated that the probability
of at least one earthquake (M=6.7 or more) striking
between 2000 and 2030 in the San Francisco Bay
area is 70 per cent (twice as likely as not).
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Figure 6.9 Examples of
earthquake prediction
in New Zealand. (A)
return periods (years)
for earthquake
intensities of MM VI
and greater; (B)
intensities with a

5 per cent probability
of occurrence within
50 years. After Smith
and Berryman (1986).

Deterministic methods

Deterministic methods rely on the detection of
physical precursors near the active fault. A number
of different phenomena have been employed,
including:

o seismicity patterns some researchers have sug-
gested that there might be characteristic changes
in the pattern of background seismicity in the
period leading up to an earthquake, primarily
due to changes in the stress state of the fault as
failure develops;

o clectromagnetic field variations it has also been
suggested that the development of a fault rupture
might lead to variations in the Earth’s magnetic
field that can be detected;

o weather conditions and unusual clouds a few scien-
tists maintain that distinctive cloud patterns can
be observed to develop along the line of earth-
quake faults prior to rupture. The physical
reasons why this might be the case are unclear;

® vadon emissions post-earthquake analysis of bore-
hole and soil gas sensors have indicated altered
radon concentrations prior to an earthquake
event. This is thought to result from the occur-

rence of cracking in the rock mass as the earth-
quake rupture begins to develop, releasing radon
gas trapped within the rock;

* groundwater level again, there is some evidence
that groundwater levels change prior to an earth-
quake, probably because of the same cracking
process outlined above;

o animal behaviour anomalous animal behaviour
has been widely observed and reported prior to
large earthquakes.

Unfortunately, the reliability of these techniques
is unproven, partly because most appear to lack a
credible scientific explanation. Differentiating
between normal variations in the above parameters,
and those associated with an impending earthquake,
is very difficult. For example, the water level in wells
naturally falls and rises in response to atmospheric
pressure changes and rainfall. Separating an earth-
quake precursor from this pattern is at best
challenging.

The USGS have undertaken a long-term experi-
ment to try to detect precursory phenomena. Near
the town of Parkfield, California, a 25 km stretch of
the San Andreas fault has been intensively instru-
mented, partly because it slips with a fairly short
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recurrence interval of about 22 years to give
moderate (M, =6.0) earthquakes and partly because
over 120,000 households are at risk from seismic
activity in the area. The ongoing Parkfield predic-
tion experiment involves monitoring the fault line
through a dense network of sensitive seismographs,
the use of tiltmeters to detect ground surface
changes and geodetic lasers to measure any changes
in distance across the fault. In September 2004 a
M, =6.0 earthquake occurred on the fault and was
recorded in detail by the instrument array. Analysis
of the data suggests that no precursory indications
of this earthquake could be determined (Park ez «/.,
2007).

So far, usable long-term warning systems are not
available. In Japan there are about 100 earthquake
monitoring stations but no public warning has yet
been issued. Neither the 1994 Northridge nor the
1995 Kobe earthquakes were adequately anti-
cipated. Indeed, both occurred on fault systems
upon which the seismic potential was incompletely
understood. A better scientific understanding of
earthquake activity is vital because, although
prediction and warning still remains a long-term
goal, it is not the only potential benefit from this
knowledge. For example, the 30-year prediction for
the San Francisco Bay area could be exploited as a
‘wake-up call’ to reduce risks through preparedness
although uncertainties about the reliability of such
predictions suggest that this may not happen.

Some hope exists, however, for very short-term
warning systems. In Taiwan, the Central Weather
Bureau, which is charged with the collection of
seismic datasets, operates a nationwide network of
strong motion instruments, all of which deliver data
to a central monitoring system in real-time. A map
of the location of an earthquake can typically be
produced within 22 seconds of the start of an
earthquake (Wu ¢t «/., 2004). This information can
then be sent to vulnerable locations. At the current
rate of data transfer this would provide a city located
100 km from the earthquake epicentre about 10
seconds warning of the arrival of earthquake waves,
based on a wave velocity of about 3 km s7'. Whilst
this is insufficient time to adequately warn the

population, it is enough to shut down and protect
highly vulnerable systems such as computer servers,
gas pipelines and nuclear power plants. It is hoped
that, in the future, better instrument arrays and data
processing will allow such warning times to be
increased. Already, work is underway to enhance the
system to allow automatic shutdown of the Taiwan
high speed railway network before the earthquake
waves arrive. Similar systems are under development
in Japan and elsewhere.

Forecasting and warning for
secondary earthquake hazards

Most secondary hazards associated with earthquakes
are as unpredictable as the earthquake itself. Many
may be less predictable because their occurrence
depends on a host of factors in addition to the
earthquake itself. For example, the occurrence of a
particular earthquake-triggered landslide may
depend upon not only the magnitude of shaking,
but also upon the groundwater conditions at the
time of the earthquake. On the other hand, tsunami
forecasting and warning systems are now well estab-
lished. A tsunami warning system was established
in 1948 for the Pacific Ocean, using a network of
seismic stations that relay information to a warning
centre near Honolulu, Hawaii (Lockridge, 1985).
This international monitoring network, managed
by the US National Oceanic and Atmospheric
Administration, relies on about 30 seismic stations
and 70 tide stations throughout the Pacific basin.
Following the disastrous tsunamigenic Alaska
earthquake of 1964, the West Coast/Alaska
Tsunami Warning Centre was established in 1967
and now provides more localised warning for
Alaska, British Columbia, Washington, Oregon and
California. Such piecemeal development has been
criticised by those who argue for a fully compre-
hensive approach to tsunami warning in the Pacific
basin (Dohler, 1988).

At present, tsunami warning is operated on two
levels. The first level provides warnings to all Pacific
nations of large, destructive tsunamis that are ocean-
wide. Following a high magnitude earthquake



(M=>7.0), tide stations near the epicentre are
alerted to watch for unusual wave activity. If this is
detected, a tsunami warning is issued. The primary
aim is to alert all coastal populations at risk within
a time period of 1 hour about the arrival time of the
first wave with an accuracy of +/—10 minutes. More
distant populations have longer to react. The second
level of cover is based on warning systems serving
specific tsunami-prone areas. Local tsunamis can
pose a greater threat than Pacific-wide events
because they strike very quickly. These regional
systems rely on local data obtained in real-time.
Typically, they aim to issue a warning within
minutes for areas between 100 and 750 km from the
earthquake source. For example, the Japanese
Meteorological Agency has maintained its own
warning service since 1952 but this system was
updated in 1999 following loss of life in 1993.
Previously, warnings were based on the traditional
method of tidal observations, calculation of earth-
quake location and magnitude, empirical estimation
of tsunami wave heights plus — if necessary — issuing
a warning message for 18 coastal segments each
several hundred kilometres long. The new method
uses computer simulations of tsunamis generated
offshore by various sizes and depths of earthquake.
Once the location and magnitude of an earthquake
are established, tsunami heights and arrival times
are retrieved from a database containing about
100,000 simulations relating to 600 points around
the Japanese coast. Wave heights and arrival times
can then be forecast for 66 separate coastal segments.
The new system provides for:

e the issue of an initial tsunami advisory or
warning three minutes after an earthquake

e the issue of maximum wave heights and arrival
times within about five minutes after the
earthquake

¢ the subsequent issue of the times of high tides
and updating information about the hazard
situation.

In the aftermath of the 2004 Indian Ocean tsunami,
one of the major criticisms was the lack of a tsunami
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warning system. The establishment of such a system
was agreed at a United Nations conference held in
January 2005 at Kobe, Japan. The initial system,
which was activated late June 2006 under the
leadership of UNESCO, consists of 25 seismo-
graphic stations and three deep-ocean sensors, each
of which relays information to 26 national tsunami
information centres. The ongoing occurrence of
earthquakes in the Sumatra area has tested the
system on a number of occasions and appears to have
been quite successful. However, a number of false
alarms have also been issued and there are reports
that communities in Aceh disabled the local
broadcast system in June 2007 due to the excessive
number of false alarms. This highlights the fact that
the physical system is only half the story for an
effective warning system — the other half is local
disaster preparedness, which remains difficult to
achieve for many vulnerable communities, especially
in LDCs.

Land use planning

The microzonation of land on the basis of earth-
quake risk is expensive, but necessary, in many
urban areas. The highest priority is to map built-up
areas susceptible to enhanced ground shaking, as a
result of the presence of soft soils or landfill, because
this process is often the major factor in property
damage. As shown in Table 6.7, analysis following
the 1989 Loma Prieta earthquake indicated that,
whilst 98 per cent of the total property loss from the
earthquake was attributed to ground shaking,
enhanced ground shaking by amplified seismic
waves in soft-soil deposits was directly responsible
for about two-thirds of the total (Holzer, 1994). An
attempt has been made to map seismic vulnerability
in Athens, Greece, following a damaging earth-
quake in 1999 (Marinos er /., 2001). Figure 6.10
shows proposed land zones, based on four class
grades for both geology and building damage,
relating to the municipality of Ano Liossia, less than
3 km from the fault rupture. It can be seen that very
severe damage (including building collapse) was
mainly confined to the alluvial deposits in Zone 3
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Table 6.7 Loma Prieta earthquake losses by earthquake hazard

Total damages (US$ millions)

Loss (per cent of total)

Earthquake hazard

Ground shaking, normally attenuated 1,635
Ground shaking, enhanced 4,170
Liquefaction 97
Landslides 30
Ground rupture 4
Tsunami 0
Total 5,936

Source: After Holzer (1994), EOS 75 (26) Table 3, page 301, 1994, copyright by the American Geophysical Union
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Figure 6.10 Earthquake hazard planning in the municipality of Ano Liossia, Athens, Greece. (A) distribution of
building damage after the earthquake (M = 5.9) of 1999; (B) four proposed seismic risk zones in relation to surface
geology. Zone 1 is lowest risk and blank areas were not included in the study. After Marinos ¢z /., (2001).
Reprinted from Engineering Geology, 62, Marinos et a/., Ground zoning against seismic hazard in Athens, Greece,

copyright (2001), with permission from Elsevier.

while moderate-severe damage occurred in the
surrounding Zone 2. Little damage occurred above
the rock formations of Zone 1, an indication that
the proposed zoning is a guide to future seismic risk.

In many counties and cities of California, setback
ordinances are a major tool in enhancing seismic

safety. Building setbacks can be recommended
where proposed development crosses known, or
inferred, faults and slope stability setbacks can be
established where un-repaired active landslides,
or old landslide deposits, have been identified.
Setbacks can also be used to separate buildings from
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are used to dissipate the energy of the onshore wave; building development and the coastal
evacuation route are located above the predicted height of the 1:100 year event. After Preuss

(1983).

each other in order to reduce pounding effects where
structures of different heights, resulting from
different construction methods, are combined in
close proximity. Preuss (1983) emphasised the need
for tsunami mitigation to be explicitly integrated
into the planning of hazard-prone coastlines so that
evacuation routes, for example, can be prepared and
protected. Figure 6.11 illustrates the measures that
could be incorporated into a comprehensive anti-
tsunami scheme including physical structures and
the provision of a coastal evacuation route.

Land planning can guide communities in the
future use of land prone to seismic activity. In
California every local authority is required by law
to include a seismic safety element in such planning
but rather vague guidelines and limited oversight
do little to ensure high standards or consistency
in the plans. There is also the potential for the
authorities to resist strict measures, especially under
the influence of local political forces with interests
in land development who believe that disaster costs
can be passed on to the federal administration. In
this situation, it is significant to note that, following
the Northridge earthquake, the amount of damage
to single-family homes was related to the quality
of the plans (Nelson and French, 2002). The
availability of hazard information is also necessary
but may not be crucial to individual decision-
makers. In California, state law requires that estate
agents (realtors) inform all potential purchasers if
residential properties are located near mapped fault

lines. In practice, the hazard potential of property is
often not disclosed until sale negotiations were well
advanced. In any case, earthquake hazard infor-
mation may not be a major factor in residential
decision-making if other attributes — schools, shops,
investment potential, view — are more important to
buyers, especially if the purchaser intends to relocate
in a few years’ time.
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VOLCANIC HAZARDS

There are about 500 active volcanoes throughout the
world. In an average year around 50 erupt. Despite
their dramatic appearance and high public profile,
volcanic hazards create fewer disasters than earth-
quakes or severe storms, although the infrequency
of eruptive events is one of their most dangerous
features. Traditionally, volcanoes have been classified
as active, dormant or extinct but in 1951 Mount
Lamington erupted in Papua New Guinea killing
5,000 people despite being considered extinct
(Chester, 1993). To be prudent, all volcanoes that
have erupted within the last 25,000 years should be
regarded as at least potentially active. In the past,
most volcano-related deaths have been due to
indirect causes, such as famine due to the destruc-
tion of crops by ashfall. Today, disaster deaths are
directly associated with violent eruptions and lahars
(volcanic mudflows) although volcanic areas are
often geologically unstable and prone to multiple
threats (Malheiro, 2006). Volcanic terrain also
provides resources; geothermal energy, building
materials and opportunities for tourism, as at sites
such as Mt Etna and Mt Fujiyama.

Volcanoes killed fewer than 1,000 people each
year during the twentieth century. But a compre-
hensive database of volcanic activity, compiled by

Witham (2005), indicated that deaths have been
under-estimated in the past and drew attention to
other hazard impacts, such as the large number
of people evacuated in volcanic emergencies
(Table 7.1). Catastrophic eruptions occur irregularly
in space and time. More than half the deaths
recorded in the last century occurred in just two
events; the 1902 eruption of Mont Pelée, on the
island of Martinique in the West Indies, killed
29,000 people in the port of Saint Pierre, leaving
only two known survivors, and the 1985 eruption
of Nevado del Ruiz in Colombia claimed a further
23,000 lives. Overall, pyroclastic flows are the chief
cause of death, lahars are the chief cause of injuries
and ashfalls (tephra) account for most people made
homeless. Gentler eruptions create less hazard. For
example, only one person was killed over the past
100 years by a volcanic eruption in Hawaii despite
the fact that, over the same period, some 5 per cent
of the island was covered by fresh lava flows
(Decker, 1986). On the other hand, there is concern
about the increasing exposure to volcanic hazards,
especially for many growing cities of the LDCs
(Chester ¢t al., 2001). The volcanic complex west
of Naples, Italy, is now one of the most densely
populated areas of active volcanism in the world and
and it has been estimated that 200,000 people are
currently at risk (Barberi and Carapezza, 1996).
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Table 7.1 Best estimates of the human impacts of
volcanic hazards in the twentieth century (1900-99)

Human impacts Number of Number of
events people
Killed 260 91,724
Injured 133 16,013
Homeless 81 291,457
Evacuated/affected 248 5,281,906
Any incident 491 5,595,500

Note: Each event may have had more than one consequence.
Source: Witham (2005)

Volcanoes attract human settlement and it is the
increase in exposed risk, rather than the frequency
of eruptions, that explains the doubling of fatal
eruptions from the nineteenth to the twentieth
century (Simkin ef /., 2001). According to Small
and Naumann (2001), 10 per cent of the world’s
population already live within 100 km of a volcano
active in historic times. The highest population
densities at risk are in south-east Asia and central
America although, in Europe, the Etna region
contains about 20 per cent of Sicily’s population
with rural population densities between 500-800
per km?. Countries like Indonesia, located at the
junction of three tectonic plates with a population
of over 150 million, face the greatest threat and this
nation has suffered two-thirds of all volcano-related
deaths (Suryo and Clarke, 1985). In 1815 a massive
eruption of the Tambora volcano directly killed
12,000 people and a further 80,000 persons later
perished through disease and famine.

THE NATURE OF VOLCANOES

The distribution of volcanoes is controlled by the
global geometry of plate tectonics. Not surprisingly,
seismic activity is often associated with volcanic
eruptions although most volcanic earthquakes are
small (Zobin, 2001). Volcanoes are found in three
tectonic settings:

o Subduction volcanoes are located in the zones of the
earth’s crust where one tectonic plate is thrust

and consumed beneath another. They comprise
about 80 per cent of the world’s active volcanoes
and are the most explosive type characterised by
a composite cone associated with multiple
hazards (Fig. 7.1).

*  Rift volcanves occur where tectonic plates diverge.
They are generally less explosive and more
effusive, especially when they occur on the deep
ocean floor.

®  Hort spot volcanoes exist in the middle of tectonic
plates where a crustal weakness allows molten
material to penetrate from the earth’s interior.
The Hawaiian islands in the middle of the Pacific
plate are an example.

All volcanoes are formed from the molten material
(magma) within the earth’s crust. Magma is a com-
plex mixture of silicates which contains dissolved
gases and, often, crystallised minerals in suspension.
As the magma moves towards the surface, the
pressure decreases and the dissolved gases come out
of solution to form bubbles. As the bubbles expand,
they drive the magma further into the volcanic vent
until it breaks through weaknesses in the earth’s
crust. For a moderately large eruption, the total
thermal energy released lies in the range 101°-10'®
joules, which compares with the 4 X 10'? joules
liberated by a one kilotonne atomic explosion. There
is no agreed scale for measuring the size of eruptions
but Newhall and Self (1982) drew up a semi-
quantitative volcanic explosivity index (VEI) which
combined the total volume of ejected products, the
height of the eruption cloud, the duration of the
main eruptive phase and several other items into a
basic 0—8 scale of increasing hazard (Table 7.2). On
average, an eruption with VEI=5 occurs every 10
years and with VEI=7 every 100 years.

The disaster potential of eruptions depends on the
effervescence of the gases and the viscosity of the
magma. High effervescence and low viscosity lead
to the most explosive eruptions. Thus, subduction
zone volcanoes draw on magmas that are a mixture
of upper-mantle material and melted continental
rocks rich in feldspar and silica. These felsic (acid)
magmas produce thick, viscous lavas containing up
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Figure 7.1 Section through a composite volcanic cone showing a wide range of possible hazards. Some hazards
(pyroclastic and lava flows) occur during eruptions; other hazards (lahars) may occur after the event. After Major

et al. (2001).

to 70 per cent silicon dioxide Si0,) and lead to the
most violent eruptions. On the other hand, rift and
hot spot volcanoes draw on magmas high in mag-
nesium and iron but low (< 50 per cent) in silica
content. Such mafic (or basic) lavas are fluid, retain
litctle gas and erupt less violently. These char-
acteristics allow a broad recognition of volcanic
eruptions by type. For example, the Plinian type
produces the most violent upward expulsion of gas
and other materials. In the 1991 eruption of Mount
Pinatubo, Philippines, a plume of tephra was ejected

more than 30 km into the atmosphere. The Peléan
type is dangerous because the rising magma is
trapped by a dome of solid lava and then forces a
new opening in the volcano flank. This produces a
powerful lateral blast such as at the Mount St
Helens, USA, eruption of 1980 when 57 people
were killed.
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PRIMARY VOLCANIC HAZARDS

These are associated with the products ejected by
the volcanic eruption. An important feature is their
long geographical reach away from the source
(Fig. 7.2).

Pyroclastic flows

These are responsible for most volcanic-related
deaths. They are sometimes called nuées ardentes
(‘glowing clouds’) and result from the frothing of
molten magma in the vent of the volcano. The gas
bubbles then expand and burst explosively to eject
a turbulent mixture of hot gases and pyroclastic
material (volcanic fragments, crystals, ash, pumice
and glass shards). Pyroclastic bursts surge downhill
because, with a heavy load of lava fragments and
dust, they are appreciably denser than the surround-
ing air. These clouds may be literally red hot (up to
1,000 °C) and they pose the biggest hazard when
they are directed laterally (Peléan type) close to the
ground. The blasts are capable of travelling in surges

at speeds in excess of 30 m s~! and can travel up to
30—40 km from the source. During the Mont Pelée
disaster of 1902, the town of St Pierre — some 6 km
from the centre of the explosion — experienced a
surge temperature around 700 °C borne by a blast
travelling at around 33 m s™!. People exposed to
these surges are immediately killed by a com-
bination of severe external and internal burns
together with asphyxiation. The surge itself is
usually preceded by an air blast with sufficient force
to topple some buildings. Volcanic hazard planning,
as at Vesuvius, Italy, anticipates emergency evacua-
tion of people from, and extensive damage to
buildings within, about 10 km from the volcanic
vent (Petrazzuoli and Zuccaro, 2004).

Air-fall tephra

Tephra comprises all the fragmented material
ejected by the volcano that subsequently falls to the
ground. Most eruptions produce less than 1 km?
volume of material but the largest explosions eject
several times this amount. The particles range in
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Figure 7.2 The influence of distance on destructive volcanic phenomena. Most hazards are restricted to a 10 km radius
of the volcano but the effects of fine ash, gases and tsunami waves can extend beyond 10,000 km. After Chester et /.
(2001). Reprinted from Environmental Hazards 2, Chester et al. The increasing exposure of cities to the effects of
volcanic eruptions, copyright (2001), with permission from Elsevier.
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Table 7.2 Selected criteria for the Volcanic Explosivity Index (VEI)

VEI number Volume of Column Qualitative Tropospheric Stratospheric
ejecta (m?) height (km) description injection injection

0 <104 <0.1 non-explosive negligible none

1 104-10¢ 0.1-1.0 small minor none

2 106-107 1-5 moderate moderate none

3 107-108 3-15 mod-large substantial possible

4 108-10° 10-25 large substantial definite

5 10°-10'° >25 very large substantial significant

6 1010-10" >25 very large substantial significant

7 101-10" >25 very large substantial significant

8 >1012 >25 very large substantial significant

Note: Column height: for VEIs 0-2 based on km above crater; for VEIs 3-8 based on km above sea level.

Source: Adapted from Newhall and Self (1982)

size from so-called ‘bombs’ (>32 mm in diameter)
down to fine ash and dust (<4 mm in diameter). The
coarser, heavier particles fall out close to the volcano
vent and flat roofed, un-reinforced buildings tend
to collapse when ash accumulation approaches one
metre. In some cases the tephra will be sufficiently
hot to start fires on the ground. Depending on wind
conditions, the finer dust may be deposited far away
and, within six hours of the modest eruption
(VEI=5) of Mount St Helens in 1980, ash clouds
had drifted 400 km downwind. Although ashfalls
account for less than 5 per cent of the direct deaths
associated with volcanic eruptions, the dust reduces
visibility and can disrupt air traffic (Guffanti ez a/.,
2005). Heavy falls of scoria (cinder) blanket the
landscape and even light falls of ash contaminate
farmland and create disruption and building
damage in urban areas. The eruption of Mount
Pinatubo in 1991 disrupted the livelihood of
500,000 farmers as agricultural land up to 30 km
distant was covered in ash. If injected high into the
atmosphere, volcanic dust can disturb weather
patterns worldwide (see Chapter 14).

Lava flows

These pose the greatest threat to human life when
they emerge rapidly from fissure, rather than from
central-vent, eruptions. The fluidity of lava is

determined by its chemical composition, especially
the proportion of silicon dioxide (SiO,). If silicon
dioxide forms less than about half the total, the lavas
are mafic and very fluid compared to the more
viscous acid lava flows. These characteristics have
led to the recognition of two types of lava flow:

® Pahoehoe lava These flows are the most liquid,
with a relatively smooth but wrinkled surface.

® Aalava This is blocky, spiny and slow moving
with a rough, irregular surface.

On steep slopes, low-viscosity lava streams flow
downhill at speeds approaching 15 m s7!. In the
1977 eruption of Nyiragongo volcano, Zaire, five
fissures on the flanks of the volcano released a wave
of such lava that killed 72 people and destroyed over
400 houses. Around Mount Etna, Sicily, aa-type lava
flows have done much damage in historic times and
the city of Catania was partially destroyed in 1669.
The greatest lava-related disaster in historic times
occurred in 1783 when lava flowed out of the 24 km
long Lakagigar fissure in Iceland for more than five
months (Thorarinsson, 1979). Whilst few direct
casualties occurred, over 10,000 people — nearly
22 per cent of Iceland’s population at the time —
died in the resulting famine.
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Volcanic gases

Gases are released by explosive eruptions and lava
flows. The gaseous mixture commonly includes
water vapour, hydrogen, carbon monoxide, carbon
dioxide, hydrogen sulphide, sulphur dioxide,
sulphur trioxide, chlorine and hydrogen chloride in
variable proportions. Measurement of the exact gas
composition is difficult due to the high temperatures
near an active vent and because the juvenile gases
interact with the atmosphere and each other, thus
constantly altering their composition and pro-
portions. Carbon monoxide has caused deaths
because of its toxic effects at very low concentrations
but most fatalities have been associated with carbon
dioxide releases. Carbon dioxide is dangerous because
it is a colourless, odourless gas with a density about
1.5 times greater than air. When it accumulates in
low-lying places disasters can occur; in 1979, over
140 people evacuating a village in Java, Indonesia,
walked into a dense pool of volcanically-released
carbon dioxide and were asphyxiated.

The release of carbon dioxide from previous
volcanic activity also poses a threat. In 1984 a cloud
of gas, rich in carbon dioxide, burst out of the
volcanic crater of Lake Monoun, Cameroon, and
killed 37 people by asphyxiation (Sigurdsson,
1988). Almost exactly two years later, in 1986, a
similar disaster occurred at the Lake Nyos crater,
also in Cameroon. This time 1,746 lives were lost,
together with over 8,300 livestock, and 3,460
people were moved to temporary camps. The burst
of gas created a fountain that reached over 100 m
above the lake surface before the dense cloud flowed
down two valleys to cover an area over 60 km?.
These hazards are very rare. They are a function of
high levels of carbon dioxide in the waters of these
lakes, probably built up over a long period of time
from CO,-rich groundwater springs flowing into the
submerged crater. Under normal circumstances the
dissolved CO, would remain trapped below the
water surface. In the case of Lake Monoun, the
sudden gas release could have been due to
disturbance of the water by a landslide originating
on the crater’s rim but no evidence exists for such a
trigger at Lake Nyos.

SECONDARY VOLCANIC HAZARDS

Ground deformation

Ground deformation occurs widely as volcanoes
grow from within by magma intrusion and as new
layers of lava and pyroclastic material accumulate
on the surrounding slopes. Real-time measurements
of this process are made with GPS technology and
satellite imagery (Kervyn, 2001). The deformation
may lead to a catastrophic failure of the volcanic
edifice and associated mass movement hazards. For
example, the structural failure of the north flank of
Mount St Helens in 1980 produced a massive debris
avalanche that advanced more than 20 km down the
North Fork of the Toutle River. The almost total
collapse in 2000 of a new lava dome at the Soufriere
Hills volcano, Montserrat, generated many pyro-
clastic flows and a number of lahars and debris
avalanches in the surrounding valleys (Carn er a/.,
2004). According to Siebert (1992) major structural
failures have occurred worldwide, on average, four
times per century over the last 500 years, although
few deaths have resulted so far compared with
those caused by lahars and smaller landslides. Such
instability is found on large polygenetic volcanoes,
like Mauna Loa and Kilauea, Hawaii. Volcanoes like
Etna are also prone to instability because of their
complex construction of inter-bedded lavas and
pyroclastic deposits lying on steep slopes.

Lahars

Lahars are often defined as volcanic mudflows
composed of sediments of sand-silt grain size
although other volcanic material, such as pumice,
can also be transported. They occur widely on steep
volcanic flanks in the wet tropics and the term is of
Indonesian (Javanese) origin. The degree of hazard
varies greatly but, generally, the destructive poten-
tial tends to rise with flows containing larger-size
sediments, as shown at Popocatépet]l volcano,
Mexico, by Capra ez a/. (2004). Most events result
from excessive water at the volcano surface but hot
mudflows can occur from sources below ground. In
May 2006 a ‘mud volcano’ in Indonesia caused



several fatalities and the displacement of about
25,000 people.

Apart from pyroclastic flows, lahars present the
greatest volcanic threat to human life. For example,
over 5,000 people were killed in a mudflow
following the eruption of the Kelut volcano, Java,
in 1919. Lahars can be classified as:

e primary when they occur during a volcanic
eruption because freshly fallen tephra is imme-
diately mobilised by large quantities of water —
sometimes resulting from the collapse of a crater
lake — into hot flows

e secondary when they are triggered by high
intensity rainfall between eruptions and old
tephra deposits on the slopes are re-mobilised
into mudflows.

Some of the most destructive primary events are due
to the rapid melting of snow and ice. This happens
when pyroclastic flows cause hot lava fragments to
fall on snow and ice at the summit of the highest
volcanoes. The water mixes with soft ash and
volcanic boulders to produce a debris-rich fluid,
sometimes at high temperatures, which then pours
down the mountainside at speeds that commonly
attain 15 m s™' and may reach >22 ms™". This threat
exists along the northern Andes where at least 20
active volcanoes straddle the equator from central
Colombia to southern Ecuador (Clapperton, 1986).
The highest peaks are permanently snow-capped
and are structurally weak due to the action of
hot gases over time. During an eruption in 1877, so
much ice and snow was melted that enormous
lahars, 160 km long, discharged simultaneously to
the Pacific and Atlantic drainage basins. The second
deadliest volcanic disaster ever recorded resulted
from lahars following the 1985 eruption of the
Nevado del Ruiz volcano in Colombia. This is the
most northerly active volcano in the Andes and it
has generated large lahars in the past, notably in
1595 and 1845, when the surrounding population
was relatively low. Volcanic activity began in
November 1984 but the main eruption did not take
place until one year later. This caused large-scale
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glacier melting and a huge lahar rushed down the
Lagunillas valley sweeping up trees and buildings
in its path (Sigurdsson and Carey, 1986). Some
50 km downstream it overwhelmed the town of
Armero with a lahar deposit 3—8 m deep. Over
5,000 buildings were destroyed and almost 22,000
people lost their lives within a few minutes.

The accumulation of ash on volcanic flanks results
in an increased threat of river flooding and sediment
re-deposition, especially in countries subject to
tropical cyclones or monsoon rains. For example,
Tayag and Punongbayan (1994) reported that the
1991 eruption of Mount Pinatubo produced 1.53 X
10° m> of new lahar material. Many depressions on
the slopes of volcanoes are filled by ash-fans and
Figure 7.3 shows the lahar deposits that cover over
280 km? at Merapi volcano, Java. Most of these
deposits lie in river channels and are 0.5-2.0 m
thick, although some have a depth greater than
10 m (Lavigne ¢t a/., 2000). These sediments are
re-mobilised by tropical rainfall and eventually
reach lowland rivers where they reduce channel
capacity and increase the risk of rivers migrating
across floodplains.

Landslides

Landslides and debris avalanches are a common
feature of volcano-related ground failure. They are
particularly associated with eruptions of siliceous
(dacitic) magma with a relatively high viscosity and
a large content of dissolved gas. This material can
intrude into the volcano as happened in May 1980
at Mount St Helens, USA. Swarms of small earth-
quakes (MW:S.O) and minor ash eruptions were
followed by ground uplift on the north flank of the
volcanic cone. Before the main eruption the bulge
was nearly 2 km in diameter and large cracks
appeared in the cover of snow and ice (Foxworthy
and Hill, 1982). On 18 May, when the bulge was
150 m high, an earthquake shook a huge slab
of material from the over-steepened slopes and
triggered a debris avalanche containing 2.7 km? of
material.
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Plate 7.1 Lahar deposits of ash in a river valley following the volcanic eruption of Mount Pinatubo, Philippines, in
1991. Such accumulations of ash and silt can destroy buildings and can render agricultural land infertile for many
years. (Photo: Mark Schlossman, PANOS)

Tsunamis

These can also occur after catastrophic eruptions.
The most quoted disaster is that of the island
volcano of Krakatoa, between Java and Sumatra, in
1883 (VEI=0). A series of enormous explosions,
audible at a distance of almost 5,000 km, produced
an ash cloud that penetrated to a height of 80 km
into the atmosphere and was carried round the
world several times by upper level winds. Such was
the force of the eruption that the volcanic cone
collapsed into the caldera. The resulting tsunamis
swept through the narrow Sunda Straits creating
onshore waves over 30 m high in places. It has been
estimated that over 36,000 people were drowned.

MITIGATION

Disaster aid

Volcanic disasters create special problems for the
delivery of aid. This is mainly because a dangerous
eruptive phase can continue over months or years
with the consequent need for ongoing emergency
management which can blur the distinction
between humanitarian aid and longer-term develop-
ment investment. Evacuation is a common response.
For example, the 1982 Galunggung, Indonesia,
emergency was created by no less than 29 explosive
phases that occurred over a six-month period and
led to the evacuation of over 70,000 people. In
January 2002 a stream of lava from the Nyriragongo
volcano, Democratic Republic of Congo, devastated
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Figure 7.3 The distribution of extensive lahar deposits on the slopes of Merapi volcano, Java. All 13 river courses
shown have produced active lahars during historic times. After Lavigne et @/. (2000). Reprinted from Journal of
Volcanology and Geothermal Research 100, Lavigne et al., Lahars at Merapi volcano, central Java, copyright (2000), with

permission from Elsevier.

about one-third of the city of Goma killing at least
45 residents and forcing some 300,000 others to
flee across the border to Rwanda. Many evacuees
soon returned but had little to eat for several days
because the approach roads were blocked by lava
and, more than one month later, 30,000 people
remained dependent on aid in temporary camps.
Volcanic disasters on small islands tend to over-
whelm local resources and pose extra difficulties for

local evacuation and other management issues
(see Box 7.1).

Aid has not always been well coordinated. After
the Cameroon volcanic gas disaster of 1986, more
than 22,000 blankets (five for each displaced person
and over 5,000 gas masks (without some necessary
components and cylinders) were supplied (Othman-
Chande, 1987). Most of the unsolicited food aid was
unusable because it was unfamiliar in local diets and
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Box 7.1

EMERGENCY RESPONSE IN MONTSERRAT FOLLOWING THE VOLCANIC

DISASTER STARTING IN 1995

In July 1995, the Soufriere Hills volcano, located
in the south of the small Caribbean island of
Montserrat, began a prolonged phase of unpre-
dicted eruptive activity which continued for over
a decade. It was characterised by several phases of
dome building and subsequent collapse accom-
panied by multiple volcanic hazards, including
extensive ashfall and lahar deposits. Although only
19 lives were lost, most of the island’s infra-
structure was destroyed with economic losses
estimated at about £1 billion. By December 1997
almost 90 per cent of the population of over
10,000 people had been forced to relocate, more
than two-thirds had been evacuated from the
island and the GDP had declined by 44 per cent.

Montserrat is a self-governing Overseas Territory
of the UK and, after the disaster, became totally
dependent on British support. In the absence of a
pre-existing emergency plan, the UK government
and the Government of Montserrat had to learn to
work together in all aspects of disaster response
during a period plagued by uncertainties about
both the severity of the volcanic threat and the
divided organisational responsibilities for the
delivery of aid. An initial emergency plan was
prepared in the first few days. Following various
evacuations of people to temporary shelter in
public buildings, such as schools and churches,
relief rations were distributed to 4—5,000 refugees.
But delays did occur.

The chronology of repeated evacuations from
Plymouth, the island’s capital, illustrates the
uncertainty: first evacuation 21 August 1995, re-
occupied 7 September; second evacuation 2
December 1995, reoccupied 2 January 1996; final
evacuation 3 April 1996. Later that month, a state
of public emergency was declared and residents
were offered voluntary relocation off the island —

either to a neighbouring Caribbean island or to
the UK with full rights to state benefit and
accommodation for a two-year period. By August
1997 about 1,600 refugees were still in temporary
shelter and, even in late 1998, 322 people were
still housed in these conditions.

In June 1997 pyroclastic flows resulted in the
only casualties of the event and the volcanic risk
was re-assessed with more than half the island
placed in an exclusion zone. Around this time,
more permanent arrangements began to appear,
many aimed at reconstruction and securing the
longer-term future of the island. These included
the construction of an emergency jetty to aid
evacuation; new directly-built housing, aided by
subsidised soft mortgage schemes; strengthening
of the scientific capability of the Montserrat
Volcano Observatory and the publication of a draft
Sustainable Development Plan. Inevitably, there
were further delays and, by November 1998, only
105 out of 255 planned houses had been built. In
1999 the UK provided an assisted return passage
scheme for those who had left the island. Up to
March 1998, the UK government had spent £59m
in emergency-related aid with an estimated total
expenditure of £160m over a six-year period.

This emergency highlighted a need for
improved pre-disaster planning and swifter emer-
gency investment decisions in volcanic crises,
especially where governance is shared between two
or more authorities. In addition, regional coopera-
tion, in this case between the Caribbean countries,
would help with the monitoring of volcanic
activity and the raising of levels of awareness and
preparation for future events.

Much of this material was taken from Clay ¢t a/.

(1999).




many items could not be stored adequately in a
tropical climate. Since then the performance of aid
agencies has improved. For example, after the Goma
disaster, clean drinking water was made a priority
in order to prevent outbreaks of cholera at two
refugee camps housing about 13,000 people and
healthcare staff provided medicines and other
support for local clinics.

PROTECTION

Environmental control

There is no way of preventing volcanic eruptions but
attempts have been made to control the movement
of lava flows over the earth’s surface:

e Explosives can be used in two situations. First,
aerial bombing of fluid lava high on the volcano
may cause the flow to spread and halt the
advancing lava front by depriving it of supply.
This method was first tried in 1935 on Hawaii
with limited success, although modern tech-
nology may achieve better results Second, control
of aa flows has been attempted by breaching the
walls which form along the edges of the flow
so that the lava will flood out and starve the
advancing front of material. This method was
tried on the aa flow of Mauna Loa’s 1942 eruption
and in the 1983 eruption of Etna, when it proved
possible to divert some 20-30 per cent of the
blocky flow (Abersten, 1984). These methods are
not without risk and some uncertainty of success.

o Artificial barriers can be used to divert lava
streams away from valuable property if the
topographic conditions are suitable and local
landowners agree. Barriers must be constructed
from massive rocks, or other resistant material,
with a broad base and gentle slopes. The method
works best for thin and fluid lava flows exerting
a relatively small amount of thrust. It is doubtful
if diversion would work with the powerful
blocky flows that attain heights of 30 m or more.
In the Krafla area of northern Iceland, land has
been bulldozed to create barriers to protect a
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village and a factory from flowing lava. During
the 1955 eruption of Kilauea, Hawaii, a tem-
porary barrier initially diverted the flow from
two plantations but later flows took different
paths and destroyed the property. Such uncer-
tainty raises the possibility of legal action if
lava is deliberately diverted onto property that
otherwise would have escaped. Several permanent
diversion barriers have been proposed to protect
Hilo, Hawaii. If constructed, the walls would be
10 m high and the channels would accommodate
a flow about 1 km wide.

o Water sprays were first employed to control lava
flows during the 1960 eruption of Kilauea,
Hawaii, in an experiment by the local fire chief.
They were used on a larger scale during the
1973 eruption of Eldfell to protect the town
of Vestmannaeyjar on the Icelandic island of
Heimaey (Figure 7.4). Special pumps were
shipped to the island so that large quantities
of seawater could be taken from the harbour. At
the height of the operation, the pumping rate
was almost 1 m? s7!, effectively chilling about
60,000 m? of advancing lava per day. The
exercise lasted for about 150 days but, soon after
spraying started, the lava front congealed into a
solid wall 20 m in height. Measurements of
lava temperature confirmed that where water
had not been applied the lava temperature was
500-700°C at a depth 5—8 m below the surface.
In the sprayed areas an equivalent temperature
was not attained until a depth of 12—-16 m below
the lava surface (UNDRO, 1985).

Physical protection against lahars depends on the
construction of sediment traps and diversion barriers
similar to those for fluid lavas. Such storages are
expensive and have a limited life span. They can be
located only where lahar paths are well defined and
do not work for major, destructive flows in deep
valleys. Proposals for the large-scale diversion of
lahars into wetland areas used for seasonal flood-
water storage and fishing in the Philippines have
proved controversial. The most ambitious attempts
to stop lahars at source have been undertaken on
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Figure 7.4 Simplified map of the eastern edge of the fishing port of Vestmannaeyjar, Heimaey, Iceland after the
eruption of Eldfell volcano in 1973 showing the extent of the new lava field beyond the earlier coastline and the areas
cooled by the pumping of seawater between March and June 1973. Heat extraction zones are a reminder that gains,
as well as losses, result from disasters. After Williams and Moore (1983).

Kelut volcano on the island of Java (see Box 7.2 and
Figure 7.5).

A special hazard occurs when high concentrations
of dissolved carbon dioxide, originating in magma
at great depth, enter the bottom of deep, stratified
lakes via underground springs. Sudden releases of
the CO, in a gas cloud from the lake may produce
deaths by asphyxiation in the local population but
the threat can be minimised by piping the CO,-rich
water to the lake surface where the gas can enter the
atmosphere in safe amounts. Controlled degassing
of lakes Nyos and Monoun, in Cameroon, began in
2001 and 2003 respectively (Kling ez 2/., 2005). The
success of the process depends on the balance

between artificial gas removal and natural recharge
rates and, without the installation of more pipes and
an increased abstraction rate, hazardous amounts of
gas may remain within the lakes for some time.

Hazard-resistant design

If buildings remain intact during an explosive
volcanic event, they can provide some protection for
people within. Even after a large eruption, some
buildings beyond 2—3 km of the volcanic vent have
resisted collapse under the pressure of pyroclastic
flows (Petrazzuoli and Zuccaro, 2004). According
to Spence ez al. (2004), the buildings most likely to
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Box 7.2

CRATER-LAKE LAHARS IN THE WET TROPICS

Kelut volcano, eastern Java, is one of the most
deadly volcanoes in Indonesia. This is due to lahars
produced by releases from the large crater lake
that, in 1875, was estimated to contain 78 X
10° m? of water. In the year 1586 about 10,000
people’s lives were lost and in 1919 an explosive
eruption threw some 38.5 X 10° m> of water out
of the crater lake and lahars travelled 38 km in less
than one hour to claim 5,160 lives. To avoid a
repetition of this disaster, Dutch engineers
made an immediate start on a tunnel nearly 1 km
long designed to reduce the volume of stored
water from about 65 X 10° m’ to 3 X 10° m>. In
1923, with the existing crater already half full
(22 X 10° m?) the plan was changed to seven
parallel tunnels that would progressively lower
the water level (Fig. 7.5). This work was com-
pleted in 1926 and the lake volume was reduced
to < 2 X 10 m’.

An eruption in 1951 created no large lahars but
it did destroy the tunnel entrances and added to
the water storage capacity by deepening the crater
by some 10 m. Even with repair of the original
lowest tunnel, the lake soon accumulated a volume
of 40 X 10° m> and became a serious threat once
more. The Indonesian government started another

Outlet

~/— Floor before 1951
—====== "lake level today

low tunnel but stopped it short of the crater wall
in the hope that seepage would help to drain the
lake. This did not happen because of the low
permeability of the volcanic cone. At the time of
the 1966 eruption, the lake volume was about
23 X 10° m>. Lahars killed hundreds of people and
damaged much agricultural land. After this event
a new tunnel, completed in 1967, was constructed
45 m below the level of the lowest existing tunnel
and the lake volume was reduced to 2.5 X 10° m?.
Several sediment dams were also installed. When
the 1990 eruption occurred, no primary lahars
were recorded, although at least 33 post-eruption
lahars were generated which travelled nearly
25 km from the crater. At the present time the
lake is some 33 m deep and the 1.9 X 10° m>
volume represents the lowest risk of primary lahar
generation for many years (see The Free University
of Brussels website, www.ulb.ac.be/sciences,
accessed on 22 July 2003).

A similar, but larger, problem emerged at
Mount Pinatubo after the 1991 eruption created
a 2.5 km wide crater over 100 m deep and capable
of holding over 200 X 10° m? of water. As a result,
about 46,000 residents in the town of Botolan,
40 km north-west of the volcano, are at risk from

Figure 7.5 Diagrammatic
section of the tunnel system
constructed at Kelut volcano,
Java, to lower the water level in
the crater lake and reduce the
threat of lahars.

After Kelud volcano at
htep://www.ulb.ac.be/sciences
(accessed 21 July 2003).

Floor after 1966 eruption

Floor after 1951 eruption




146

THE EXPERIENCE AND REDUCTION OF HAZARD

a massive lahar together with the people who have
returned to the upper slopes since 1991. By
August 2001 the threat of a breach in the crater
wall, as a result of increasing water levels in the
rainy season, persuaded the authorities to dig a
‘notch’ in the crater rim to drain water away from
populated areas. The outfall started operating

in September, accompanied by the short-term
evacuation of Botolan as a safety measure. Despite
this attempt at drainage, the lake level continued
to rise. In July 2002, part of the western wall of
the crater collapsed with the slow release of about
160 X 10° m? of water and sediment. A more
permanent solution will be required.

survive an eruption are those of recent masonry
construction, or with reinforced concrete frames, so
long as the door and window openings do not fail
and allow the entry of hot gas and ash. Therefore,
where warning times are too short for evacuation,
people should be advised to seek limited shelter
indoors.

Ashfalls can cause the collapse of un-strengthened
buildings, especially those with a flat roof. This is
most likely if the ash is wet because, whilst the bulk
density of dry ash ranges from 0.5 to 0.7 t m™>, that
of wet ash may reach 1.0 t m™. After the 1991
eruption of Mount Pinatubo, ashfalls accumulated
to adepth of 8-10 cm in Angeles City, about 25 km
from the volcano, resulting in the collapse of 5-10
per cent of the roofs. The only defence against ashfall
is to make a detailed inventory of building design
and type with a view to retrofitting existing struc-
tures and building new ones to higher standards
before the next eruption (Pomonis et /., 1993).

ADAPTATION

Community preparedness

As with earthquakes, the cost of monitoring
volcanoes and pre-disaster planning is small com-
pared to the potential losses. Given adequate moni-
toring, some warning of eruptive phases can often be
given and this places great importance on adaptive
responses such as public education, access controls
and emergency evacuation procedures (Perry and
Godchaux, 2005). Unfortunately, the infrequency of
volcanic activity induces poor hazard awareness and
low levels of community preparedness. Surveys of

residents on Hawaii (Gregg et «/l., 2004) and
Santorini (Dominey-Howes and Minos-Minopoulos,
2004) revealed a relatively poor understanding of
volcanic hazards and risk and, in the case of the latter
island, no emergency plan existed. All too often,
emergency planning for volcanic hazards occurs after,
rather than before, a disaster. Before the Nevado del
Ruiz disaster in Colombia in 1985, there was no
national policy for volcanic hazards (Voight, 1996).
Similar policy failures occurred at the Galeras
volcano, Colombia, where hazard mapping was
delayed due to the unwillingness of the authorities
to accept either the risk of disaster or the cost of
mitigation (Cardona, 1997).

The elements of volcanic preparedness are shown
in Figure 7.6. The length of time available for the
alert phase differs widely. In some cases volcanic
activity may start several months before an erup-
tion; alternatively only a few hours may be avail-
able. For effective evacuation, it is essential that the
population at risk is advised well in advance about
the evacuation routes and the location of refuge
points. These directions will have to be flexible
depending on the scale of the eruption (which will
influence the pattern of lava flow) and the wind
direction at the time (which will influence the
pattern of ashfall). Some local roads may be destroyed
by earthquake-induced ground failures and steep
sections can become impassable with small deposits
of fine ash that make asphalt very slippery.

The successful evacuation of densely populated
areas requires adequate transportation. During the
1991 eruption of Mount Pinatubo, the total number
of evacuees extended to over 200,000, about three
times more people than previously evacuated in a
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Figure 7.6 A flow
chart of a volcanic
emergency plan.
Close liaison between
volcanologists and
government
authorities is
necessary to ensure an
effective disaster
reducing response.
After UNDRO
(1985).
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volcanic emergency. For small volcanic islands, and
for coastal communities, off-shore evacuation may
be necessary, as in the case of Montserrat (Box 7.1).
Evacuees need support services. These include
medical treatment (especially for dust-aggravated
respiratory problems and burns), shelter, food and
hygiene. Because volcanic emergencies can last for
months, the ‘temporary’ arrangements planned
for refugees may have to function from one crop
season to another. For example, a total of 26,000
people were evacuated in 1999 from the slopes of
Tungurahua (Ecuador) because of the possibility of
an eruption; some remained in special accom-
modation for over one year (Tobin and Whiteford,
2002). Such prolonged relocation is never popular.
During the Tungurahua emergency, the evacuated
population of Bafios, a town heavily reliant on
tourist revenue, organised a return to their homes
while the town remained under an evacuation order
so that they could regain their livelihods (Lane ¢z 4/.,
2003). Another feature of volcanic eruptions is that
ashfall has the potential to disrupt communities
several hundreds of kilometres away. Hazard miti-
gation specialists have a difficult task persuading
these people that they face a risk.

Increasing efforts have been made to encourage
local populations to prepare for volcanic disasters.
Evidence from the western USA suggests that,
whilst residents do respond to such threats, there is
little prioritisation of the adjustments (Perry and
Lindell, 1990). In the Philippines, people at risk are
offered training in the recognition of precursory
signs of possible volcanic activity, such as crater
glow, steam releases, sulphurous odour and drying
vegetation (Reyes, 1992). In Ecuador about 3
million people live within the two main volcanic
mountain ranges and are at some degree of risk from
lahars. The principal threat is in the Chillos and
Latacunga valleys where an ever-growing population
of some 30,000 has settled on lahar deposits from
the 1877 eruption (Mothes, 1992). Again, public
education programmes, including field trips and
evacuation exercises involving simulated eruption
scenarios, help to raise risk awareness.

Forecasting and warning

Most volcanic eruptions are preceded by a variety of
environmental changes that accompany the rise of
magma towards the surface. UNDRO (1985) classi-
fied some of the physical and chemical phenomena
that have been observed before eruptions (Table 7.3).
Unfortunately, such phenomena are not always
present and highly explosive volcanic eruptions are
difficult to forecast. The most useful monitoring
techniques are seismic and ground deformation
measurements, although it is now recognised that
local rainfall measurements may also be useful
(Barclay er /., 2006). Some of the main precursors
of eruption are indicated in Box 7.3. The monitoring
of these changes provides the best hope of developing
reliable forecasting and warning systems but only
about 20 volcanoes worldwide have well-equipped
local observatories (Scarpa and Gasparini, 1996).
This situation has been alleviated by recent advances
in remote sensing, notably the observations made by
10 Earth Observing System (EOS) satellites that
monitor changes in volcanic activity involving
features such as thermal anomalies, plume chemistry
and lava composition (Ramsey and Flynn, 2004).

Although there is no fully reliable forecasting
scheme for volcanic eruptions, some success has
been achieved. At Mt Pinatubo in 1991 about one
million people, including 20,000 American mili-
tary personnel and their dependents, were at risk
within a 50 km radius of the volcano. After
intensive on-site monitoring of early steam blast
explosions, a 10 km radius danger zone was declared
and followed by an urgent warning of a major
eruption. Thousands of people were evacuated from
a 40 km radius before the eruption on 15 June. Less
than 300 people died. It was estimated that the
forecast and warning saved 5,000-20,000 lives and
prevented at least US$250 million of property
damage. An understanding of lava dome inflation
led to the forecasting of a repetitive cycle of erup-
tions during 1996-97 at the Soufriere Hills volcano
and most of the residents were safely evacuated
(see Box 7.1).

Some Indonesian villages are provided with
artificial mounds so that people can quickly climb
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Table 7.3 Precursory phenomena that may be observed before a volcanic eruption

Seismic activity

increase in local earthquake activity
audible rumblings

Ground deformation

swelling or uplifting of the volcanic edifice
changes in ground slope near the volcano

Hydrothermal phenomena

increased discharge from hot springs
increased discharge of steam from fumaroles

rise in temperature of hot springs or fumarole steam emissions

rise in temperature of crater lakes
melting of snow or ice on the volcano
withering of vegetation on the slopes of the volcano

Chemical changes
¢ changes in the chemical composition of gas discharges from

surface vents (e.g. increase in SO, or H,S content)

Source: After UNDRO (1985)

Box 7.3

SOME PRECURSORS OF VOLCANIC ERUPTION

Earthquake activity

This is commonplace near volcanoes and, for
predictive purposes, it is important to gauge any
increase in activity in relation to background
levels. This means that it is essential to have
local seismograph records, preferably over many
years. Immediately prior to an expected eruption
these records will be supplemented by data from
portable seismometers. A precursive seismic sig-
nature has been incorporated into a tentative
earthquake swarm model for the prediction of
volcanic eruptions (McNutt, 1996). As shown in
Figure 7.7, the onset and subsequent peak of a
‘swarm’ of high-frequency earthquakes reflects the
fracture of local rocks as the magmatic pressure
increases. This phase is followed by a relatively
quiet period, when some of the pressure is relieved
by cracks in the earth’s crust, before a final tremor
results in an explosive eruption.

Ground deformation

This is sometimes a reliable sign of an explosive
eruption but the relationships are not easy to fit
into a forecasting model. The method is difficult
to employ for explosive subduction volcanoes
because they erupt so infrequently that it is diffi-
cult to obtain sufficient comparative information.
In rare cases, such as the 1980 event at Mount
St Helens, the deformation was sufficiently large
to be easily visible but it is usually necessary to
detect movements with standard survey equip-
ment or the use of tiltmeters. These instruments
are very sensitive but can only record changes
in slopes over short distances. The use of electronic
distance measurement (EDM) techniques pro-
vides a more accurate picture of relative ground
displacement, although it is less usually avail-
able and requires a series of visible targets on
the volcano. Global positioning system (GPS)

149



150

THE EXPERIENCE AND REDUCTION OF HAZARD

measurements, obtained from satellites, are
also able to reveal the surface displacement of
volcanoes.

Thermal changes

As magma rises to the surface it might be expected
to produce an increase in temperature, although
many volcanoes have erupted without any detect-
able thermal change and the interpretation of
data can be difficult. Where a crater lake exists,
thermal changes have proved meaningful.
UNDRO (1985) cited the example of the crater
lake on Taal volcano, Philippines, which increased
in temperature from a constant 33°C in June 1965
to reach 45°C by the end of July. The water level
also rose during this period and, in September
1965, a violent eruption occurred. Such obset-
vations can be supplemented by thermal imaging
from satellites.

Geochemical changes

The composition of the juvenile gases issuing from
volcanic vents often shows considerable variation
over short periods and distances. It is, therefore,
difficult to judge how changes in localised gas
samples might represent more general conditions
in the volcano. Larger-scale visual observations
of steam emissions or ash clouds depend on meteo-
rological conditions, as well as volcanic activity,
but most plumes can be monitored with the aid
of weather satellites (Malingreau and Kasawande,
1986; Francis, 1989). Remote sensing has been
an important tool for the surveillance of volcanic
activity for over 30 years and much has been
learned about gas emissions in this way (Goff
et al., 2001; Galle ez «/., 2003).

Figure 7.7 Schematic *
diagram of the stages Seismic swarm peak relative post-eruption
of a generic volcanic- Rate onset rate quiescence
earthquake-swarm .
Eruption(s)
model. The precursor
earthquake swarm
reflects the fracturing Types of | Background High Low Tremor Explosion Deep
. Seismicity frequency frequency earthquakes, high
of rocks in response to swarm swarm eruption frequency
. . tremor earthquakes
growing magmatic
pressure. After
McNutt (1996). Dominant heat, magma magmatic | vesiculation, [fragmentation,/ magma
Processes regional pressure, heat, interaction | magma flow | withdrawal,
stresses transmitted fluid-filled with ground relaxation
stresses cavities water
Time —p—

to a safer level while a lahar passes. Over one million
people live on the slopes of the Merapi volcano,
central Java, and secondary lahars are triggered by
rainfall of about 40 mm in 2 h. Lahars are very
rapid-onset, short-duration events, lasting between
30 min and 2 h 30 min, and have average velocities

of 5—7 m s! at elevations of 1000 m (Lavigne ez /.,
2000). Reliable forecasting of lahars is impossible
because of the short lead-time and variations in
rainfall intensity during the monsoon season but
monitoring is a necessary step to the better under-
standing of these hazards.



Land use planning

Land zoning of high hazard areas, plus the selection
of safe sites for emergency evacuation and new
development, depends on estimating the probability
and areal extent of dangerous volcanic activity. To
determine probability, all previous eruptions require
accurate geological-scale dating techniques, such as
radiocarbon dating, tree-ring analysis, lichenometry
and thermo-luminescence. Volcanic-hazard maps
can then be prepared which show the likely areal
extent of risk. A major limitation of such mapping
is the lack of knowledge of the size of future erup-
tions and the extent of pyroclastic surges or lahars.
Environmental conditions at the time of eruption
will also be important; the amount of seasonal snow
cover will affect the lahar and avalanche hazard
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whilst the speed and direction of the wind will
determine the airborne spread of tephra.

Because of these problems, some zoning maps are
restricted to just one or two volcanic hazards. For
example, the island of Hawaii has nine hazard zones
ranked on the probability of land coverage by lava
flows based on the location of volcanic vents, the
topography of the volcanoes and the extent of past
flows. Zones 1-3 are limited to the active volcanoes
of Kilauea and Mauna Loa while zone 9 consists of
Kohala volcano that last erupted over 60,00 years
ago (Fig. 7.8). This form of assessment ignores other
hazards, such as ash fall. The combined lava flow and
ash fall risk assessment available for the island of
Tenerife provides a more comprehensive picture
(Arafia er a/., 2000). Most land planning maps
undergo revision and updating. Figure 7.9 illustrates

HAZARD ZONES
B
] @
[ ] 3
[[] 4
I s
6
B 7
E s
Mm o
— — — Volcano
boundary

Figure 7.8 The island of Hawaii
zoned according to the degree of
hazard from lava flows. Zone 1 is
the area of the greatest risk, zone
9 of the least risk. The change in
risk between zones is gradual
rather than abrupt. All property
destroyed in the last 20 years was
in zone 2 within 12 km of the
vent of Kilauea. After US
Geological Survey at
http://pubs.usgs.gov/gip/
hazards/maps.html (accessed

26 February 2003).
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Figure 7.9 A map of volcanic hazards at Galeras volcano, Colombia. The high hazard zone is mainly subject to
pyroclastic flow deposits, the low hazard zone is subject to ash fall deposits. The medium hazard zone is transitional
between the two. After Artunduaga ez al., (1997). Reprinted from Journal of Volcanology and Geothermal Research 77,
A. D. H. Artunduaga ¢t /., Third version of the hazard map of Galeras volcano, Colombia, copyright (1997), with
permission from Elsevier.



the third version of the hazard zones modelled for
the Galeras volcano, Colombia (Artunduaga and
Jiménez, 1997). The volcanic hazard extends for
some 12 km around the vent based on the assump-
tion that future eruptions will come from the active
cone; that the geological record of the last 5,000
years is reliable and that the data collected from on-
site monitoring (1989—-1995) are representative.
Three zones are identified:

® high hazard zone This is restricted to areas of
pyroclastic flows. Within 1 km of the active
cone, there is a 78 per cent probability of
encountering a ballistic fragment between 0.4
and 1 m in diameter

o intermediate hazard zone This area could experi-
ence pyroclastic flows in the largest eruptions
and there is also a lahar threat

® Jow hazard zone This area is predicted to receive
tephra falls.

It is clear that land planning should attempt to
restrict future development of the area between the
volcano and the city of Pasto, with a population
around 250,000 people, and that preparedness
planning should include the likely effects of ash fall
at the airport some 21 km distant.

The value of comprehensive volcanic hazard
mapping can be demonstrated with reference to the
Mount St Helens, USA, eruption of 1980 (Crandell
¢t al., 1979). Figure 7.10A shows that pyroclastic
flows were expected to flow down the upper valleys
for up to 15 km with mudflows and floods con-
tinuing downstream for many tens of kilometres.
Indeed, it was predicted that lahars up to 110 X
10° m? in volume could reach the local reservoirs
and create additional flooding if storage was not
reduced in advance of the wave. Tephra deposits
were predicted to occur over a 155 sector extending
away from the volcano from north-northeast to
south-southeast based on the wind direction
experienced for 80 per cent of the time. Some ashfall
was assumed to reach a distance of 200 km, within
the range of the town of Yakima. This scenario was
generally accurate apart from the magnitude of the
landslides and the severity of the lateral blast (Fig

TECTONIC HAZARDS: VOLCANOES
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Figure 7.10 Volcanic hazards in the area around Mount
St Helens, USA. (A) as mapped before the 1980
eruption; (B) modifications after the 18 May eruptions
showing, in particular, the area potentially at risk from
future directed (lateral) blasts. After Crandell ez 4/,
(1979) and Miller er 2/. (1981).

7.10B). Mudflows, laden with logs and forest debris,
were channelled down the valleys and a flood surge
entered the upper Swift reservoir. Since the water
level had been lowered previously, the added volume
did not overtop the dam and flooding along
downstream parts of the Lewis river was avoided. On
the other hand, noticeable ashfalls occurred as far
away as Nebraska and the Dakotas, while at Yakima
the depth of tephra reached a disruptive 250 mm.
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MASS MOVEMENT HAZARDS

LANDSLIDE AND AVALANCHE
HAZARDS

In many mountainous environments, the most
common hazard is that of mass movement. Mass
movement is the displacement of surface materials
down-slope under the force of gravity and it can
occur in almost any environment in which slopes are
present. These movements vary greatly in size
(ranging from a few cubic metres to over 100 cubic
kilometres) and in speed (ranging from millimetres
per year to hundreds of metres per second). They are
responsible for large amounts of damage, with rapid
mass movements generally causing the greatest loss
of life but slower movements cause most of the long-
term costs.

It is convenient to separate mass movements
based upon the material that forms most of their
mass. Landslides consist mostly of rock and/or soil
and snow avalanches are formed predominantly
from snow and/or ice. Most mass movements are
triggered by natural processes, such as an earthquake
(see Chapter 6); intense and/or prolonged rainfall;
or rapid snowmelt. However, some of the most
damaging landslides occur in materials formed by
humans, such as mining waste, fill or garbage and
people often play a key role in the causation and
triggering of mass movements.

Until recently, the losses associated with mass
movements have probably been greatly under-
estimated. This is mainly because most mass move-
ments occur in rural or mountainous environments
and are poorly reported. For example, landslides are
often attributed to flooding. A substantial pro-
portion of the losses occurs in numerous small
events, rather than single big incidents and the
process is often attributed to the trigger event, such
as an earthquake or a rainstorm, rather than to the
mass movement itself (Jones, 1992). It is generally
accepted that the level of risk and the losses asso-
ciated with mass movements are increasing with
time, although the reasons for this are somewhat
controversial.

Global landslide fatality data collected as part of
the Durham landslide fatality database indicates
that, in the period between 2002 and 2007,
approximately 44,000 people were killed by
landslides (Fig. 8.1). Most of the deaths occured in
a small number of geographically distinct areas (Fig.
8.2), notably Central America and the Caribbean;
mainland China; SE. Asia; and along the southern
edge of the Himalayan Arc. These areas are generally
characterised by hilly or mountainous terrain; high
rates of tectonic processes, including uplift and the
occurrence of earthquakes; intense rainfall events,
often associated with tropical cyclones, El Nifio/La
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Figure 8.1 Cumulative total number of fatalities from
landslides in the period 2002 to 2007, based upon the
Durham University landslide database.

Nifia events or monsoon weather patterns; and
comparatively large populations of poor people.
Other areas susceptible to landslides are typified by
particular socio-economic processes. For example
the rapid growth of many cities in less developed
countries has forced people to live in unregulated
barrio settlements located on steep slopes. Hong
Kong demonstrates this process well as it suffered a

major increase in landslide-related fatalities during
the 1970s, primarily due to the growth of illegal
communities of immigrants on unstable slopes.
Actions by the government to move these people
from these dangerous slopes onto safer terrain
quickly reduced the death toll (Malone 2005). In
other countries, the impacts continue to increase.
For example, in 1999 landslides at Vargas on
Venezuela’s northern coast, resulting from excep-
tionally heavy rainfall triggered by La Nifia condi-
tions, killed up to 30,000 people and created
economic damage amounting to US$1.9 billion,
30 per cent of which was to infrastructure
(IFRCRCS, 2002). Most of the deaths occurred in
settlements that had developed over the previous 30
years on debris fans deposited by earlier landslides.

In comparison with LDCs, the death toll from
mass movements is low in most MDCs. In Italy —
which has the highest fatality rate from slope
failures in Europe — deaths average 60 per year, of
which 48 occur in fast-moving events (Guzzetti,
2000). In the MDCs the losses are mostly economic.
In the USA, Canada and India the estimated costs
of landslides exceed US$1 billion per year (Schuster

Figure 8.2 'The location of fatal landslides in 2005, based upon the Durham University landslide database. Note
the clustering in South Asia and around the Asian part of the Pacific Rim.



and Highland 2001) whilst in Italy the direct
damage caused by landslides in the period between
1945 and 1990 exceeded $15 billion. Indirect
losses, which are poorly quantified, include damage
to transport links, electricity transmission systems
and gas and water pipelines, flooding due to land-
slide dams across rivers, impaired agricultural and
industrial production, loss of trade and a reduction
in property values.

Snow avalanches tend to occur in arctic and
temperate regions whenever snow is deposited on
slopes steeper than about 20°. The USA suffers up
to 10,000 potentially damaging avalanches per
year, although only about 1 per cent affects life or
property. The worst avalanche disaster in the
USA occurred in 1910 in the Cascade Range,
Washington, when three snowbound trains were
swept into a canyon with the loss of 118 lives. More
recently, in February 1999 two avalanches struck the
towns of Galtiir and Valzur in Austria leading to the
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loss of 38 lives. The problems posed by avalanches
are more severe in Europe than in North America
because the population density is higher in the Alps
than it is in the Rockies. This highlights the ways
in which the development of mountain areas for
winter recreation over the last 50 years has increased
avalanche risk. About 70 per cent of avalanche
fatalities in the MDCs are associated with the
voluntary activities of ski touring and mountain
climbing and many countries have recorded an
increase in the number of fatalities since the early
1950s (Fig. 8.3).

The development of winter recreation areas has
led both to an increased frequency of avalanches and
a rise in the number of people in their path. A
further factor has been the growth of transportation
routes through mountain areas. The construction of
roads and railways often causes the removal of
mature timber that, if left intact, would help to
stabilise the snow cover and protect roads, railways

o o° N

Figure 8.3 The number of winter avalanche fatalities during the second half of the twentieth century in the
USA. The progressive rise is due to a growing participation in winter sports activities; over half the victims
were mountain climbers or back-country skiers. After Colorado Avalanche Information Center at
http://geosurvey.state.co.us/avalanche (accessed 4 March 2003).
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and power lines in the valley bottom. For example,
the Trans-Canada Highway runs under nearly 100
avalanche tracks in a 145 km section near Rogers
Pass and at least one vehicle is under an avalanche
path at any given time. Much less is known about
avalanche hazards in the mountainous areas of the
LDCs, such as the Himalaya, but there is little
doubt that the threats are serious. In the Kaghan
valley, Pakistan, avalanches pose a threat to local
residents over-wintering on the valley floor and 29
people were killed in a single event in the winter of
1991-92 (de Scally and Gardner, 1994), whilst in
December 2005 24 people were killed by a single
avalanche in Northwest Frontier Province in
Pakistan.

LANDSLIDES

The term landslide describes down-slope movements
of soil and/or rock under the influence of gravity.
Whilst many landslides do occur through the process
of rock or soil sliding on a distinct surface, this is not
necessarily the case, and thus the term can be
something of a misnomer. In fact there is a wide
variety of types of movement, including falling,
sliding and flowing. The type of movement depends
upon the angle of the slope, the nature of the
materials and the various stresses that act upon them.

Landslides mostly occur in five major types of
terrain (after Jones 1995):

o Upland areas subject to seismic shaking
Earthquakes in hilly or mountainous terrain often
trigger large numbers of landslides. For example,
in the 1999 Chi-Chi earthquake in Taiwan over
9,200 large landslides were triggered in 35
seconds (Hung 2000). In the few years after a
large earthquake further landslides often occur as
slope materials have been destabilised by the
shaking.

o Mountainous environments with high relative-relief
Mountain areas in general are subject to high
levels of rockfalls and landslides due to the steep
terrain, deformed rock masses and the occurrence

of orographic rainfall. Particularly notable are
rock avalanches. These are enormous rockfalls,
with volumes greater than 100 X 10°m?, able to
travel very large distances. In New Zealand, for
example, some rock avalanches with volumes in
excess of 100 km?® have travelled more than
15 km. On average, about one massive rock
avalanche occurs worldwide each year, generally
in high, tectonically-active mountains such as
the Himalayas, the Rockies or the Andes.

Aveas of moderate velief suffering severe land
degradation

The actions of humans in the degradation of land
is often the cause of extensive landsliding. For
example, North Korea suffers a very high level of
landslides as the population has been forced to
remove almost all of the forests on the hills to
burn as firewood. South Korea, on the other
hand, has the same terrain type but a proactive
policy of slope management through afforesta-
tion has resulted in fewer landslides.

Avreas with bigh rainfall

Intense or prolonged rainfall is the most common
trigger of slope instability and areas subject to
very high rainfall totals are inevitably susceptible
to landslides. This process is especially active in
humid tropical areas where rock weathering can
penetrate tens of metres below the ground
surface. For example, in Malaysia the weathered
material can extend to a depth of 30 m or more
and landslides are common in the very intense
rainfall during the passage of a tropical cyclone.
Other areas affected by strong monsoonal rain-
fall, such as the Indian subcontinent, are also
vulnerable to landslides.

Avreas covered with thick deposits of fine grained
materials

Fine-grained deposits, such as loess and tephra,
are weak and vulnerable to the effects of satura-
tion. As a result, they are susceptible to land-
sliding. Notable areas at risk include the loess
plateaux of Gansu in northern China. In the 1920
earthquake, flowslides in the loess triggered by
the earthquake shaking are estimated to have
killed over 100,000 people, the largest landslide



disaster in recorded history. The areas mantled in
tephra on and around volcanic sites are similarly
prone to landslides.

Landslides are generally classified according to the
materials involved and the mechanism of move-
ment (Table 8.1). The major landslide types are as
follows:

Rockfalls

Rockfalls involve the movement of the material
through the air and generally occur on steep rock-
faces. The blocks that fall usually detach from the
cliff-face along an existing weakness, such as a joint,
bedding or exfoliation surface. The rockfall often
starts as an initial slip along a joint or bedding plane
which then transitions into falling due to the
steepness of the cliff. The scale of rockfalls varies
from individual blocks through to rock avalanches
that are hundreds of millions of cubic metres in size.
Whilst the largest rockfalls clearly have the greatest
potential for destruction, an individual block the
size of an egg-cup can kill a person if it hits them
on the head.

The triggering of rockfalls is quite complex.
Earthquakes can be an important factor because the

Table 8.1 Classification of landslides
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seismic waves literally shake blocks off a cliff. For
example, in the 1999 Chi-Chi earthquake in
Taiwan, the road system was severely damaged by
rockfall activity in the epicentral zone and greatly
hindered the government response. Rockfalls are
also triggered by the presence of water in joints and
fissures which can apply a pressure to loose material.
During the winter, the process of freeze-thaw, in
which water repeatedly freezes in cracks in the
rockface, is particularly important. Not surpris-
ingly, rockfall activity often increases during heavy
rain and in periods when the temperature fre-
quently transitions through 0°C (e.g. during the
Spring season in mountain areas). In some high
mountain areas, permanent ice serves to hold
fractured blocks on the slope, although recent
atmospheric warming has led to some the thawing
of the ice with a consequent increase in rockfall
activity (Sass 2005).

In some cases, no landslide trigger is apparent.
For example, in May 1999 an unexpected rock fall
occurred at Sacred Falls State Park in Oahu, Hawaii.
A mass about 50 m? detached from the walls of a
steep gorge and fell some 160 m into the valley
below, striking a group of hikers. Eight people were
killed but no immediate causal factor was identified

(Jibson and Baum, 1999).

Type of movement

Type of material

Bedrock Engineering soils

Mainly coarse Mainly fine
Falls Rock fall Debris fall Earth fall
Topples Rock topple Debris topple Earth topple
Slides
Rotational Rock slump Debris slump Earth slump
Rotational (few units) Rock block slide Debris block slide Earth block slide
Translational Rock slide Debris slide Earth slide
Lateral spreads Rock spread Debris spread Earth spread
Flows Rock flow (deep creep) Debris flow (soil creep) Earth flow (soil creep)
Complex Combination of two or more

principal types of movement

Source: After Varnes (1978)
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Many landslides do, literally, involve the sliding
of a mass of soil and or rock. This usually happens
along a slip surface which might form as the slide
develops or which might result from the activation
of an existing weakness, such as a bedding plane,
joint or fault. Sometimes the sliding occurs because
of the deformation of a weak layer within the rock
or soil, in which case a shear zone is formed.

In a slope, the forces that try to cause movement
of the landslide are called shear forces. They are
derived from the force of gravity trying to pull
the mass down the slope. There are two main
forces that resist the movement of the landslide.
These are:

e Cobesion This is the resistance that comes from
the ‘stickiness’ of particles or from interlocking.
So, for instance, sandstone gets some of its
strength from the cement that glues the particles
of sand together. As a result of this cohesion,
sandstone cliffs are often vertical to substantial
heights. Beach sand, on the other hand, has no
bonds between the particles and rests at a much
lower angle. In a sandcastle, the initial wetness
of the sand generates a suction force between the
particles that holds them together — this is also
a form of cohesion.

o Friction This arises from the resistance of
particles to slide across each other. So, in a pile
of dry sand the gradient of the slope is sustained
by the friction between the sand grains. The
magnitude of the friction force depends upon the
weight of the material above the surface, just as
it is more difficult to move a chair with someone
sitting in it than it is when it is empty.

Friction and cohesion together provide the resistive
forces that maintain stability in a slope. Movement
of the landslide occurs when the shear forces exceed
the resistive forces. Therefore, it is this relationship
between the resistive forces and the shear forces that
determines whether a landslide will move. This
relationship varies continually in most slopes for the
following reasons:

1 Weathering Through time, weathering of the
rock or soil mass can reduce its strength. In
particular, weathering can attack the bonds
between the particles that provide cohesion and
so weakens the rock or soil. As this occurs the
slope becomes progressively less stable.

2 Water When the rock or soil forming the slope
has water in its pore space, the overall weight of
the slope increases, which slightly increases the
shear forces. More importantly, this water
provides a buoyancy force to the landslide mass
that acts to reduce the friction, in much the same
ways as a car skids once it starts to aquaplane.
Thus, as the slope gets wetter it usually becomes
less stable.

3 Increased slope angle In some situations the slope
angle may increase, perhaps due to erosion of the
toe of the slope by a river or through cutting of
the slope by humans. This serves to increase the
shear forces.

4 Earthquake shaking During earthquakes, the
magnitude of the forces varies as shaking of the
slope occurs. This can both increase the shear
forces and reduce the resistive forces, thereby
triggering failure.

Quite often the surface upon which movement
occurs has a planar form. In this case the landslide
is said to be translational. Usually this occurs because
the landslide has activated an existing plane of
weakness, such as a bedding plane. Commonly,
downcutting by a river causes an inclined bedding
plane to ‘daylight’, i.e. to be exposed in the river
bank (Fig. 8.4). The block on the slope is then free
to move when the resisting forces become suffi-
ciently weak. This is a significant hazard dur-
ing road construction in mountain areas, when
cutting of the slope to create a bench for the road
often exposes inclined bedding surfaces or joints
(Plate 8.1).

Translational landslides are often rapid. Once
sliding starts, the materials in the shear zone lose
both their cohesion as interparticle bonds are broken
and a proportion of their frictional strength as the
shear surface becomes smooth and sometimes even
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Figure 8.4 Down-cutting by rivers, construction or in
some cases even by glaciers can cause landslides by
exposing a weak layer that then allows sliding to occur.
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polished. This allows the landslide to accelerate
rapidly, sometimes reaching very high speeds.
However, in many cases, the sliding occurs on a
surface that has a curved form. This is called a
rotational landslide (Fig. 8.5). This type of landslide
is most commonly seen in comparatively homo-
genous materials, such as clays, and in horizontally
bedded rock masses. The mobile block rotates as
movement occurs, leading to a characteristic set of
landforms (Fig. 8.5). These landslides tend to be less
rapid than translational slides, even though the same
processes of loss of cohesion and friction occur. This
is because, so long as the block stays intact, the
geometry of the movement usually prevents rapid

Plate 8.1 A landslide on a road in central Taiwan caused by erosion exposing a plane of weakness in the rock mass.
Note that the road has been protected using an avalanche shed, but the whole road has subsequently been
destroyed by a debris flow induced by a typhoon.
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Figure 8.5 The
characteristic shape of a
rotational landslide.
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acceleration. In some cases, especially where the
landslide is formed of weak materials, such as
strongly weathered bedrock, the mobile block
breaks up to form a flow. This commonly occurs
during very intense rainfall as in New Zealand
where it has left a landscape covered in a pattern of
scars and depositional features (Plate 8.2).

Generally speaking, intact rotational landslides
tend to cause substantial amounts of property
damage but few fatalities. About 400 houses in the
town of Ventnor on the Isle of Wight in Southern
England, are built on a huge, active rotational
landslide. Fortunately the rate of movement is low,
meaning that the probability of loss of life is
negligible even though the estimated annual cost of
damage caused by ground movement exceeds £2
million.

Flows

Flows are movements of fluidised soil and rock
fragments acting as a viscous mass. They occur when
loose materials become saturated and start to behave
as a fluid rather than a solid. Flows most commonly
occur in very heavy rain but, in most cases, the flow
actually starts as a different type of landslide. For
example, in tropical environments, the heavy preci-

buried surface

pitation associated with the passage of tropical
cyclones, when rainfall totals often exceed 600 mm
day! and intensities can reach 100 mm h!
(Thomas, 1994), can trigger large numbers of small,
shallow translational landslides in the soil that
mantles the hillslopes. In some cases, the initial
movement of the landslide allows the saturated soil
mass to break up, changing the movement into a
debris flow. Debris flows often accelerate rapidly
down the slope, disrupting and entraining soil and
regolith as they go. In this way, landslides of just a
few cubic metres can turn into debris flows with a
volume of tens of thousands of m? and cause high
levels of loss.

Debris flows follow existing stream channels.
Consequently, the areas that are likely to be affected
can be quite predictable. However, steep rock
gullies provide little resistance to the movement of
the flow and allow the mass to reach high rates
of movement. Problems can arise when the flow
reaches the foot of the slope where the flow starts to
spread out. When this occurs in inhabited areas, the
amount of damage can be relatively large because
the density of a debris flow is greater than that of a
flood (typically 1.5 to 2.0 as high) and the rate of
movement is very rapid. As a result, debris flows
claim the majority of lives lost in landslides.
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Plate 8.2 The rolling landscape of North Island in New Zealand. The landscape here is a combination of old
landslide scars, which form scoops in the hillside, and active shallow failures. The level of landslide activity in this
environment has increased as a result of deforestation for sheep grazing.

Many tropical cities, such as Rio de Janeiro and
Hong Kong, are at risk from both landslides and
debris flows. Jones (1973) documented the effects
of exceptionally heavy rainfall, often linked to
stationary cold fronts, around Rio de Janeiro, Brazil.
In 1966, landslides produced over 300,000 m? of
debris in the streets of Rio and more than 1,000
people died when many slopes, over-steepened for
building construction, failed. One year later, further
storms hit Brazil and mudflows caused a further
1,700 deaths and some disruption of the power
supply for Rio. In February 1988 further debris
flows claimed at least 200 lives and made 20,000
people homeless (Smith and de Sanchez, 1992).

Most of the victims in this area live in unplanned
squatter settlements on deforested hillsides (Smyth
and Royle, 2000). Rural environments are not
immune to the effects of debris flows. For example,
most of the 30,000 fatalities in the 1999 Venezuela
landslides occurred as a result of debris flows that
flowed down the river valleys.

CAUSES OF LANDSLIDES

Landslide scientists frequently differentiate between
the causes of landslides, which are the factors that
have served to render a slope susceptible to
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landsliding, and the #riggers of a landslide, which is
the final event that initiated failure. Causes and
triggers both serve to either decrease the strength of
the slope materials or to increase the shear forces.
Common causes of landslides are as follows:

e Weathering of the slope materials may setve to
reduce their strength through time until they are
no longer strong enough to support the slope
during periods of high pore water pressure.
Weathering often occurs as a front that moves
down through the rock or soil from the surface,
but it can also occur preferentially along joints
and fractures in the slope or even deep in the slope
due to the circulation of hydrothermal fluids.

o An increase in slope angle and removal of lateral
support. Landslides in terrain that is unaffected by
humans are often caused by river erosion at the
slope toe. This increases the angle of the slope and
decreases the level of support to the upper layers.
Of course, humans can also have the same effect
by cutting a slope or by causing increased toe
erosion. For example, Jones et 2/. (1989) described
how the cutting of a road into the base of a
slope in Turkey left 25 m high faces in colluvium
that were standing at an angle of 55° but were
supported only by a 3 m high masonry wall.
Eventual collapse of this slope led to the 1988
Catak landslide disaster in which 66 people died.

® Head loading is a common cause of human-
induced slope failures. This occurs when addi-
tional weight is placed on a slope, often through
the dumping of waste or the emplacement of fill
for house or road construction. This serves to
increase the forces driving the landslides, and in
some cases can also increase the slope angle. Head
loading can also occur naturally, for instance
when a small slope failure flows onto material
further downslope, thereby increasing its weight
and rendering it more likely to fail.

o Changes to the water table can serve to destablise a
slope. Sometimes climate variability might serve
to increase the level of the water table, rendering
a slope more vulnerable to intense rainfall events.
Human activity also serves this role. For exam-

ple, in the case of the Vaiont landslide (see Box
8.1), the increasing water table as the lake was
filled destabilised the slope and, eventually,
induced failure. Leaking water pipes are a
problem, typically when small movements of a
slope crack drains, water supply pipes or sewers.
Leaking swimming pools may also channel water
into a slope, destabilising it further.

® Removal of vegetation either from wildfires or
through human activities like logging, over-
grazing or construction. Trees are particularly
good at preventing landslides, partly because of
the additional strength provided by the roots
and partly because of the role that they play in
controlling water on the slope. Deforestation
often leads to a clear increase in landslide activity,
although this is generally delayed for a few years
after logging when the roots continue to provide
strength. But, as the roots rot, this strength is
lost and the slope becomes less stable.

In many instances, landslides can be attributed to a
range of causes. For example, the 1979 Abbotsford
landslide in New Zealand, which destroyed 69
houses across an area of 18 ha, was attributed to a
combination of weak bedrock geology, the removal
of slope support at the toe by excavation for
building, the introduction of additional water to the
site and the extensive removal of natural vegetation
(Smith and Salt 1988).

LANDSLIDE TRIGGERS

For the vast majority of landslides, a triggering
event initiates the final failure. These key triggers
are:

® An increase in pore water pressure in the slope
materials to the point at which shear stress
exceeds shear resistance. In most cases, this occurs
because of intense and/or persistent rainfall.

* Earthquake shaking. The shaking associated with
earthquakes can increase the shear forces and
reduce the resisting forces. In some really intense
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Box 8.1
THE VAIONT LANDSLIDE

The Vaiont disaster represents the worst landslide
disaster in recorded European history. It was
triggered in October 1963 by the filling of a
reservoir constructed for hydroelectric power
generation. The landslide, which had a volume of
approximately 270 million m?, slipped into the
reservoir at a velocity of about 30 m sec™! (approx.
110 km h™'), displacing about 30 million m? of
water (Fig. 8.6). This swept over the dam and
crashed onto the village below, killing about
2,500 people.

Ironically, the dam site managers were aware of
the landslide and indeed had been monitoring the
movement of the slope since 1960. During 1962

and 1963, they were deliberately inducing
movement of the landslide by raising and
lowering the lake level with the intention of
causing the mass to slide slowly into the lake. Of
course, this would lead to the blockage of that
section of the reservoir by the landslide mass but
it was believed that the volume of water in the
unblocked section would be sufficient to allow the
generation of electricity. A bypass tunnel was
constructed on the opposite bank such that,
when the reservoir was divided into two sections,
the level of the lake could still be controlled.
Unfortunately, the catastrophic nature of the
landslide was not anticipated.
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earthquakes, such as the 2005 Kashmir event in
Pakistan and India, the vertical acceleration
can exceed 1g. This means that the landslide
instantaneously becomes weightless, reducing
friction on the base to zero. Unsurprisingly, this
triggers slope failures. According to an analysis
by Keefer (1984), earthquakes of magnitude
4.0 and greater are able to trigger slope failure,
and earthquakes with a magnitude of greater
than about M, =7.0 are able to generate thou-
sands of slope failures in hilly areas.

® Human activity. In some cases, human activity is
the trigger. This is common in quarries where
excavation and blasting can destabilise a slope to
the point of failure. Human-induced failures are
common in mountain areas where road construc-
tion using slope cutting has taken place. This is
a cause of substantial loss of life amongst road
construction teams and road users in the
Himalayas. For example, in December 2007 in
Hubei Province, China, a rockfall triggered by
the construction of a tunnel buried a bus, killing
33 passengers and two construction workers.

In a small group of cases it is not possible to
determine the final trigger event for a landslide.
Investigations of the 1991 Mount Cook landslide in
New Zealand, in which the country’s highest
mountain lost some 10 metres from its peak, have
failed to reveal any trigger event (McSaveney 2002).
The failure may have occurred as a result of a time-
dependent process that we do not yet understand or
of a triggering mechanism of which we are unaware.
Fortunately such events are rare.

SNOW AVALANCHES

As with slope failures in rock and soil, a snow
avalanche occurs when the shear stress exceeds the
shear strength of the material, in this case a mass of
snow located on a slope (Schaerer, 1981). The
strength of the snowpack is related to its density and
temperature. Compared to other solids, snow layers
have the ability to undergo large changes in density.

Thus, a layer deposited with an original density of
100 kg m™ may densify to 400 kg m™ during the
course of a winter, largely due to the weight of
over-lying snow, pressure melting and the re-
crystallisation of the ice. This densification increases
the strength of the snow. On the other hand,
the shear strength decreases as the temperature
warms towards 0° C. As the temperature rises
further, such that liquid melt-water is present in the
pack, the risk of movement of the snow blanket
increases.

Most snow loading on slopes occurs slowly. This
gives the snow pack an opportunity to adjust by
internal deformation, because of its plastic nature,
without any damaging failure. The most important
triggers of pack failure tend to be heavy snowfall,
rain, thaw or some artificial increase in dynamic
loading, such as skiers traversing the surface
(Box 8.2). However, the commonly-held perception
that avalanches can be triggered by sound waves,
such as the noise generated by an overflying aircraft,
is a myth. For failure to occur in a hazardous snow
pack, the slope must also be sufficiently steep to
allow the snow to slide. Avalanche frequency is thus
related to slope angle, with most events occurring
on intermediate slope gradients of between 30—45°.
Angles below 20" are generally too low for sliding
to occur and most slopes above 60° rarely accumu-
late sufficient snow to pose a major hazard. Most
avalanches start at fracture points in the snow
blanket where there is high tensile stress, such as a
break of ground slope, at an overhanging cornice or
where the snow fails to bond to another surface, such
as a rock outcrop.

Three distinct sections of an avalanche track can
usually be identified. These are the starting zone
where the snow initially breaks away, the #track or
path followed and the run out zone where the snow
decelerates and stops. Because avalanches tend to
recur at the same sites, the threat from future events
can often be detected from the recognition of
previous avalanche paths in the landscape. Clues in
the terrain include breaks of slope, eroded channels
on the hillsides and damaged vegetation. In heavily
forested mountains avalanche paths can be identified
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Box 8.2
HOW SNOW AVALANCHES START

Snow avalanches result from two different types of
snow pack failure:

o Loose snow avalanches occur in cohesionless
snow where inter-granular bonding is very
weak thus producing behaviour rather like dry
sand (Fig. 8.7A). Failure begins near the snow
surface when a small amount of snow, usually
less than 1 m?, slips out of place and starts to
move down the slope. The sliding snow spreads
to produce an elongated, inverted V-shaped
scar.

o Slab avalanches occur where a strongly cohesive
layer of snow breaks away from a weaker under-
lying layer, to leave a sharp fracture line or
crown (Figure 8.7B). Rain or high temperatures,
followed by re-freezing, create ice-crusts which
may provide a source of instability when buried
by subsequent snowfalls. The fracture often
takes place where the underlying topography
produces some upward deformation of the snow
surface, leading to high tensile stress, and the
associated surface cracking of the slab layer. The
initial slab which breaks away may be up to
10,000 m? in area and up to 10 m in thickness.
Such large slabs are very dangerous because,
when a slab breaks loose, it can bring down 100
times the initial volume of snow.

Avalanche motion depends on the type of snow
and the terrain. Most avalanches start with a
gliding motion but then rapidly accelerate on
slopes greater than 30°. It is common to recognise
three types of avalanche motion:

® Powder avalanches are the most hazardous and
are formed of an aerosol of fine, diffused snow
behaving like a body of dense gas. They flow in
deep channels but are not influenced by
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Figure 8.7 Two highly characteristic types of snow-
slope failure. (A) the loose-snow avalanche; (B) the
slab avalanche. Slab avalanches normally create the
greater hazard because of the larger volume of snow
released.

obstacles in their path. The speed of a powder
avalanche is approximately equal to the pre-
vailing wind speed but, being of much greater
density than air, the avalanche is more destruc-
tive than windstorms. At the leading edge its
typical speed is 2070 m s~! and victims often
die by inhaling snow particles.
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® Dry flowing avalanches are formed of dry snow
travelling over steep or irregular terrain with
particles ranging in size from powder grains to
blocks of up to 0.2 m diameter. These ava-
lanches follow well-defined surface channels,
such as gullies, but are not greatly influenced
by terrain irregularities. Typical speeds at the
leading edge range from 15-60 m s but can
reach speeds up to 120 m s~! whilst descending
through free air.

o Wer-flowing avalanches occur mainly in the
spring season and are composed of wet snow
formed of rounded particles (0.1 to several
metres in diameter) or a mass of sludge. Wet
snow tends to flow in stream channels and is
easily deflected by small terrain irregularities.
Flowing wet snow has a high mean density
(300—400 kg m~ compared to 50-150 kg m~
for dry flows) and can achieve considerable
erosion of its track despite reaching speeds of
only 5-30 m s7..

by the age and species of trees and by sharp ‘trim-
lines” separating the mature, undisturbed forest
from the cleared slope. Once the hazard is recog-
nised, a wide range of potential adjustments is
available, some of which are shared with landslide
hazard mitigation.

Snow avalanches can exert high external loadings
on structures. Using reasonable estimates for speed
and density, it can be shown that maximum direct
impact pressures should be in the range of 5-50 t
m~2, although some pressures have exceeded 100 ¢
m~2 (Perla and Martinelli, 1976). Table 8.2 provides
a guide to avalanche impact pressures and the
associated damage to man-made structures. The
Galtiir disaster in Austria, which occurred in
February 1999, was the worst in the European Alps
for 30 years. In this event, 31 people were killed and
seven modern buildings were demolished in a

Table 8.2 Relationships between impact pressure and
the potential damage from snow avalanches

Impact pressure  Potential damage

(tonnes m2)

0.1 Break windows
0.5 Push in doors
3.0 Destroy wood-frame houses
10.0 Uproot mature trees
100.0 Move reinforced concrete structures

Source: After Perla and Martinelli (1976)

winter sports village previously thought to be
located in a low hazard zone. A series of storms
earlier in the winter deposited nearly 4 m of snow
in the starting zone, a previously un-recorded depth.
By the time the highest level of avalanche warnings
was issued, the snow mass in the starting zone had
grown to approximately 170,000 tonnes. During its
track down the mountain, at an estimated speed in
excess of 80 m s7!, the avalanche picked up sufficient
additional snow to double the original mass. By the
time it reached the village the leading powder wave
was over 100 m high with sufficient energy to cross
the valley floor and reach the village.

MITIGATION

Disaster aid

Individual mass movement disasters have rarely
attracted subtantial disaster aid due to the limited
scale of the losses. However, in recent years the
occurrence of multiple mass movement events has
become more common, with large-scale relief
operations required in the aftermath of the 1997
‘Hurricane Mitch’ disaster in Nicaragua and
Honduras, the 1999 Vargas landslide disaster in
Venezuela (see Box 8.3), the 2005 Kashmir
earthquake (which induced thousands of landslides),
the 2006 Leyte landslide disaster in the Philippines
and the 2007 landslide disaster in North Korea. In
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Box 8.3
THE VARGAS LANDSLIDES

On 14-16 December 1999, a huge rainstorm
struck Vargas state in Venezuela, depositing
approximately 900 mm of rainfall over a three-day
period. This triggered vast numbers of landslides
in the hills, which transitioned into a series of
devastating debris and mud flows which struck
urban areas that had developed on alluvial fans
beside the coast. Whilst the true death toll of these
landslides will never be known precisely, the best
estimate is that about 30,000 people lost their
lives and the economic losses were approximately
$1.8 billion (Wieczorek et #/. 2001). More than
8,000 homes were destroyed, displacing up to
75,000 people. Over 40 km of coastline was
significantly changed, In the aftermath of the
disaster, the national government attempted to

evacuate about 130,000 people from the northern
coastal strip IFRCRCS, 2002). The government
used its own resources, and an unexpected
opportunity, to attempt a permanent re-location
of people from the coast, where living conditions
were poor and population densities exceeded 200
km?, to less crowded parts of the country. By
August 2000, some 5,000 families were re-settled
in new — if sometimes unfinished — houses, whilst
33,000 remained in temporary accommodation.
But many evacuees opposed the resettlement
programme and drifted back to their original
location. By 2006 the population of the area
had reached the pre-disaster level, leaving the
area exceptionally vulnerable to a repeat of the
disaster.

the case of the Leyte landslide, a large rock slope
collapsed onto the town of St Bernard, burying a
town of 1,400 people, including 268 pupils in a
school. Rescue teams were dispatched from the
Philippines, Taiwan, the UK and the USA although
tew, if any, people were actually rescued by them.
The government and international agencies have
since provided assistance to help the remaining
people from the town rebuild in a safe location.

Insurance

The availability of landslide insurance is quite
variable. In many countries, including the UK,
private insurance against mass movement hazards
is not available because of the risk of high numbers
of claims. Unavailability of insurance can discour-
age development in hazardous areas but, because
information about landslide hazards is not widely
disseminated, many people are unaware of the
risk. In some countries, limited insurance cover is
provided through government schemes. For exam-

ple, in the USA some insurance is provided through
the National Flood Insurance Program which
requires areas subject to ‘mudslide’ hazards asso-
ciated with river flooding to have insurance before
being eligible for federal aid. Unfortunately, tech-
nical difficulties in mapping ‘mudslide’ hazard areas
have led to limited use of this provision. A more
successful example exists in New Zealand where the
government-backed Earthquake Commission (EQC)
provides limited coverage for houses and land in
cooperation with private insurers. The EQC pays
out for landslide damage to residential property on
a regular basis. Interestingly, in the period 2000-07,
EQC paid out more to cover damage from landslides
than it did for earthquakes due to a strong upward
trend in landslide claims.

Generally speaking, legal liability forms a grow-
ing basis for financial recompense after landslide
losses. American jurisprudence recognises civil
liability for death, bodily injury and a wide range of
economic losses associated with landslides. In most
MDCs, the legal defence of ‘Act of God’ carries
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decreasing credibility because of the comparatively
high levels of understanding of landslide processes,
and the availability of reliable mitigation for most
landslides. Recent court judgments have tended
to identify developers, and their consultants, as
responsible for damage due to mass movements. In
some areas, local planning agencies have shared the
liability because it has been successfully argued that
the issue of a permit for residential development
implied the warranty of safe habitation. The level of
litigation can be very high. For example, legal
claims arising from the landslide-induced failure of
the Ok Tedi tailings dam in Papua New Guinea in
1984 included a law suit of over $1 billion for costs
of the damage itself (Griffiths ez /. 2004) and $4
billion for the costs of the pollution released down
the Fly River. Both cases were settled out of court,
showing that litigation is an inadequate substitute
for proper hazard-reduction strategies.

PROTECTION

Landslides

The design and construction of measures to prevent
slope failure is a routine task within geotechnical
engineering. For example, within the 1,100 km?
area of Hong Kong, over 57,000 slopes have been
engineered to prevent failure. Similarly, the railway
agency in the UK, Network Rail, has to maintain
over 16,000 km of earthworks designed to prevent
slope failures. Methods of slope protection are well
developed and include the following:

® Drainage As slope failures are generally linked
to the presence of high water pressures in a
slope, drainage is a key technique for improving
stability. The aim is to either prevent water from
entering a critical area of slope by by installing
gravel-filled trench drains around that area or to
remove water from within a slope by installing
horizontal drains. In most cases, drainage is
effective but problems often arise through a lack
of maintenance. Drains can easily become

blocked with fine particles or even by animals
using them as burrows. In addition, small
amounts of movement in a slope can cause drains
to become cracked or broken and so leak water
into a slope at critical locations.

* Regrading In many cases, the landslide threat can
be minimised by reducing the overall slope
angle. This can be achieved by excavating the
upper parts of the slope or by placing material at
the toe, an approach often used during road
construction in upland areas. In some cases, good
results can be achieved by removing the natural
slope soil or rock and replacing it with a lighter
material. Whilst effective, such approaches are
often technically challenging and expensive.

o Supporting structures Piles, buttresses and retain-
ing walls are widely used for slopes adjacent to
buildings and transportation routes. For exam-
ple, Network Rail has over 7,000 slopes sup-
ported by retaining walls. Although effective,
this is an expensive and visually intrusive way to
stabilise a slope. Increasingly there is a move
towards the use of measures that sit within the
soil or rock rather than on the surface. Examples
include soil nails and rock bolts, both of which
seek to increase stability by increasing the
resistance to movement. In addition, structures
can be designed to deflect landslides around
vulnerable facilities. For example, diversion walls
are often constructed around electricity pylons in
mountain areas in order to deflect small debris
flows.

o Vegetation Vegetation of slopes performs several
functions. Plant roots help to bind soil particles
together and provide resistance to movement, the
vegetation canopy protects the soil surface from
rain splash impact whilst transpiration processes
reduce the water content of the slope. In recent
years, a new breed of ‘bioengineers’ has emerged.
It is critically important to ensure that the plant
species used can both maximise the beneficial
effects and thrive in the environment in which
they are planted. Thus, the preference is to use
local species of trees and plants. Bioengineering
is also considered to be more environmentally-



conscious than traditional engineering approaches
and to provid better visual aesthetics. In addition,
the capital costs of bioengineering are often lower
than for conventional engineering structures,
although the short- and medium-term main-
tenance costs are usually higher. Most studies
have found that this type of approach compares
well with traditional methods in terms of
petformance and cost but these techniques are
only applicable for shallow landslides in soil and
the prevention of soil erosion.

e Other methods include the chemical stabilisation
of slopes and the use of grouting to reduce soil
permeability and increase its strength. On
some construction sites, moving soil has been
temporarily frozen while soil-retaining structures
were completed but this is an expensive option.
In many tropical countries, shallow localised
slope failures are covered in plastic sheets to
reduce the impacts of rainfall until stabilisation
can be achieved. Such approaches are often
surprisingly effective.

Whilst engineering approaches to landslide miti-
gation remain predominant, a number of other tech-
niques are used. Critical amongst these is the use of
planning legislation to prevent, or to limit, new
development on dangerous slopes. In the USA,
planning is managed by the Uniform Building Code.
This specifies a maximum slope angle for safe
development of 2:1, which approximates to a 27°
angle, as well as minimum standards for soil com-
paction and surface drainage. Similarly, in New
Zealand, there is a statutory requirement that all
new buildings must first achieve a resource consent,
for which slope stability is a major component. In
practice, this means that all development on slopes
is subject to a geotechnical investigation in order to
assess the threat from landslides.

The successful operation of such systems depends
on the availability of technically trained inspectors
to enforce the regulations. Although this is a major
challenge in many countries, especially when local
corruption also exists, these schemes can be highly
effective. For example, the city of Los Angeles
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introduced a grading ordinance as early as 1952.
Before this date more than 10 per cent of all
building lots were damaged by slope failure. The
benefits have been impressive and losses at new
construction sites are now estimated at less than two
per cent.

Avalanches

Two main physical techniques are used to provide
protection against the hazard posed by snow packs:
artificial release and defence structures.

Artificial release

In most cases, artificial release is accomplished
through the use of small explosive charges to trigger
controlled avalanches. This type of technique is
used surprisingly often; in the USA about 10,000
avalanches are triggered through artificial release
each year. The main advantages of artificial release
are:

e the snow release occurs at pre-determined times,
when the downslope areas affected are closed

* measures to allow snow clearance can be put in
place before the avalanche occurs, minimising
inconvenience

¢ the snow pack can be released safely in several
small avalanches rather than allowing the build-
up of a major threat.

The use of charges is most effective when they are
placed in the initiation zone or near the centre of a
potential slab avalanche when the relationship
between stress and strength within the snow pack
is delicately balanced. These requirements can only
be met through close liaison with a snow stability
monitoring and avalanche forecasting service. In
some cases, dedicated teams are dropped by heli-
copter into the initiation zone in order to place the
charges. Needless to say, this is a hazardous task
with respect to both the handling of explosives and
the possibility of the team triggering the avalanche
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and then getting caught up in it. Alternatively, it is
possible to use military field guns to fire the explo-
sives onto the slope from a safe zone. For example,
near Rogers Pass — which funnels both the Canadian
Pacific rail route and the Trans-Canada highway
through the Selkirk Mountains of British Columbia
— Parks Canada and the Canadian Armed Forces
work together to trigger avalanches with field
arcillery.

Defence structures

The use of defence structures has become the most
common adjustment to avalanches throughout the
world. In Switzerland alone, the total amount spent
on avalanche defence structures in the period
1950-2000 was approximately €1 billion (Fuchs
and McAlpin, 2005). There are four key types of
avalanche defence structure:

® Retention structures are designed to trap and retain
snow on a slope and thus to prevent the initiation
of an avalanche or to stop a small avalanche before
it can develop fully. Above the starting zone, snow
Jences and snow nets are used to hold snow (Fig.

Figure 8.8 Idealised slope
section showing the
methods available for
avalanche hazard
reduction. Snow retention

. . Avalanche
is achieved by the Splitting breakers
structures in the snow wedges  (mounds)

accumulation and starting
zones. Avalanche
deflection away from
vulnerable facilities is the
purpose of structures in
the track and run-out
zones.

8.8). On ridges and gentle slopes, large volumes
of snow can be intercepted and retained in this
way. In the starting zone snow rakes or arresters are
used to provide external support for the snow-
pack, thus reducing internal stresses. They may
also stop small avalanches before they gain
momentum. The earliest structures were massive
walls and terraces made of rocks and earth. Today
they are made of combinations of wood, steel,
aluminium and/or pre-stressed concrete. Whilst
such structures are effective, they do have a
negative impact on the aesthetic beauty of the
landscape. Their use is also less effective in areas
with large seasonal accumulations of snow. In the
north-west USA, the snowfall may bury the
structures and so limit their use.

o Redistribution structures are designed to prevent
snow accumulation by drifting. In particular,
they are used to prevent the build-up of cornices
that often break off steep slopes and initiate an
avalanche.

o Deflectors and retarding devices are placed in the
avalanche track and run-out zone. They are
usually built of earth, rock or concrete and are
designed to divert flowing snow from its path.
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However, the scope for lateral diversion is limited
and changes of direction no greater than 15-20°
from the original avalanche path have been
proved to be most successful. In addition, wedges
pointing upslope can be used to split an ava-
lanche and divert the flow around isolated
facilities like electricity transmission towers or
isolated buildings. Towards the run-out zone, on
ground slopes less than 20°, other retaining
structures — earth mounds and small dams — are
useful to obstruct an avalanche as it loses energy.

o Direct-protection structures such as avalanche sheds
and galleries provide the most complete ava-
lanche defence. They are designed to allow the
flow to pass over key built facilities and avalanche
sheds typically act as protective roofs over roads
or railways. They are expensive to construct and
need careful design to ensure that they are
properly located and can bear the maximum
snow loading on the roof.

Some of these techniques for managing the
avalanche hazard, mimic the natural protection
offered by mature forests. Therefore, where possible,
it is usually desirable to plant forests on avalanche-
prone slopes and avoid the need for unsightly,
maintenance-intensive structures. A major difficulty
is that existing avalanche tracks offer poor prospects
for successful tree planting and growth. Erosion by
previous events means that avalanche-prone slopes
are often characterised by thin soils with limited
water retention. Furthermore, young trees can be
easily destroyed by avalanches before they can pro-
vide stability to the snow pack. Therefore, expensive
site preparation, coupled with soil fertilisation, is
frequently required and it may also be necessary to
stabilise the snow in the starting zone while the tree
cover establishes itself. Sometimes it can take over
75 years before slower growing species have grown
to the point where they are strong enough to resist
avalanche forces. In some cases, the natural forest
may already have been removed to allow the intro-
duction of economic activities, such as skiing, and
attempts to re-establish a tree cover may not be
wholly welcome.

MASS MOVEMENT HAZARDS

ADAPTATION

Community preparedness

The need for a local rapid-response search and rescue
capability is crucial for all mass movement hazards
because victims die quickly if buried beneath snow,
soil or rock. Humans cannot breathe if more than
about 30 cm of soil is piled on their chest and even
shallow burial is often fatal. In addition, victims of
mass movements are at risk from hypothermia in
the case of avalanches and from drowning in the
case of water-rich landslides. Most survivors of
mass movements are rescued quickly and often
benefited from some physical protection, perhaps by
a building or a vehicle.

In many mountain communities, formal arrange-
ments are in place for search and rescue in the
aftermath of avalanches. For example, in Canada,
local offices of Parks Canada regularly observe snow
stability and avalanche risk in collaboration with the
British Columbia Ministry of Highways. The
provincial government coordinates most local search
and rescue in the Canadian Rockies and the Royal
Canadian Mounted Police have people and dogs
trained for avalanche rescue work. Specialised
weather forecasts are available from the Atmospheric
Environment Service and avalanche awareness is
promoted through bodies like the Canadian
Avalanche Centre with technical courses, films and
videos. Although these methods may increase the
general knowledge of avalanche threats, Butler
(1997) found that local residents were often unaware
of the danger at a given time. A full avalanche search
is a complex operation but the increasing use of
avalanche airbags and digital transceivers by winter
sports enthusiasts will reduce the chances of burial,
and the chances of being found, respectively.

Similar arrangements are rare for landslides.
In Hong Kong, the government’s Geotechnical
Engineering Office (GEO) provides a 24-hour per
day, year-round service to provide advice on the
actions to be taken when landslides occur. Activities
are coordinated from a dedicated emergency control
station that is manned when landslide warnings
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have been issued. Officers from GEO are then on
permanent stand-by to attend the site of landslides
in order to assist in rescue, recovery and manage-
ment. This system has proven to be effective but
there are few examples elsewhere.

Forecasting and warning

In recent years, considerable effort has gone into the
development of warning systems for both avalanches
and landslides using the following approaches.

Site specific warnings based upon movement

Most rainfall-induced landslides are preceded by a
period of slow movement, called creep, and attempts

have been made to use creep in warning schemes.
In some cases this has been successful. For example,
Hungr ez al. (2005) described a dozen occasions
in which changes in landslide movement have
been successfully used to predict the time of final
failure. Movement of the slope is monitored with
field instruments such as inclinometers, tilt-meters,
theodolites and electronic distance recorders, now
supplemented by Global Positioning System (GPS)
and radar satellite (InSAR) techniques (Box 8.4).
Advances in technology now allow movement data
to be sent in real-time to a computer, which can
then compare the movement against predetermined
trigger factors, often based on rate of movement
or on acceleration. This system can then issue a
warning.

Box 8.4

The Tessina landslide is a 3 km long earth flow
located in the Dolomite mountains of northern
Italy (Fig. 8.9). It has been active since 1960 but
the rate of movement, and the volume of material
involved, increased in 1992 leading to significant
concern. Given that the village of Funes was
located on the margin of the landslide, there was
a risk that a substantial movement would cause
the landslide to over-run the settlement, creating
casualties and large economic losses. In response,
the Italian government research agency CNT-IRPI
designed and implemented a landslide warning
system (Angeli ez al., 1994).

The warning system consists of two key
elements:

¢ In the source area of the landslide, 13 survey
prisms were installed on the landslide. On the
margin of the active movement, in stable
ground, a robotised theodolite was installed,
powered by solar cells. Every 30 minutes this
instrument measures the location of each of the

THE TESSINA LANDSLIDE WARNING SYSTEM

prisms. The data are then stored on a computer,
which also determines the level of movement.
Located alongside the prisms are two wire
extenometers that also measure the displace-
ment of the landslide, again feeding their data
to the central computer unit.

* About 100 m above the village, two tiltmeters
were installed approximately 2 m above the
landslide. These consist of 2 m long steel bars
containing a device to measure the angle at
which the bar is hanging. If a flow were to come
down the slope, the bars would tilt. The
instruments are designed such that if the bar is
tilted at more than 20° for over 20 seconds, the
central computer would be alerted. A back-up
echometer located on one of the wires provides
an indication of a rapid height change on the
surface of the flow, which might indicate a
movement event.

All of the data are sent to a central computer in
the town. This computer analyses the data,
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comparing it with pre-set thresholds. If these
thresholds are exceeded, an alarm is sounded in the
station of the local fire department. The fire-
fighters have access to three video cameras situated
at key locations, providing an opportunity to
verify visually the indicated movements.

Figure 8.9 A map showing the form of the Tessina
landslide in the Dolomites of Northern Italy. The
warning system has successfully protected the town
of Funes for over a decade.
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Site specific avalanche warning systems have been
used in the USA since the 1950s, primarily to
protect transportation corridors. Generally such
systems detect the movement of an avalanche high
on a slope, operating a set of barriers or traffic lights
that close the road or railway. Movement is detected
using trip-wires, radar, geophones or wire-mounted
tile meters. Although expensive, they have proven
to be effective in both North America and Europe
(Rice ¢t al., 2002). Figure 8.10 depicts an avalanche
management scheme operated along a 14 km
corridor of Idaho State Highway 21 that crosses 56
avalanche tracks. Automatic avalanche detectors,
using tilt switches, are suspended from a cableway
near to the road over the most active avalanche
track. When these switches exceed a pre-set
threshold, the system can initiate a call by radio
telemetry to alert the highway authority of the

avalanche and can advise road users of the blockage
immediately, either by activating flashing warning
signs or by closing snow gates at each end of the
corridor.

General warnings based on weather
conditions

An alternative approach to the provision of warnings
for mass movements is to use the weather conditions
that might trigger the failure event. For landslides,
this is usually based upon observations of the rainfall
conditions at which landslide initiation occurs
across the area in question. Rainfall and landslide
records are used to identify the rainfall level at
which landslides have started to occur in the past.
For example, in 1986 the United States Geological
Survey developed a landslide warning system for the
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Figure 8.10 Avalanche hazard management as deployed on some mountain highways in the western USA. Any
avalanche reaching the highway is detected by sensors suspended from an overhead cableway. The relevant stretch
of road can then be closed, and the highway authority alerted, by telemetry. Adapted from Rice ez 2/., (2002).
Reprinted from Cold Regions Science and Technology 34, R. Rice Jr. et al., Avalanche hazard reduction for
transportation corridors using real-time detection and alarms, copyright (2002), with permission from Elsevier.

San Francisco Bay region, based upon six-hour
forecasts of rainfall duration and intensity (Keefer ez
al., 1987), although the maintenance costs proved
to be prohibitive. The most effective system is that
operated in Hong Kong. This uses a network of 110
rain-gauges scattered across the Territory, together
with analysis of doppler radar data, to issue warn-
ings of the occurrence of landslides. The warning
threshold is based on the accumulated rainfall over
the previous 21 hours plus the forecast rainfall for
the next three hours. Using GIS technology, the
forecast rainfall is used to calculate an estimated
number of landslides across the Territory. This
number is the basis for the issuing of a warning,
which is then released to the media, together with
advice to the public in order to maximise safety.
Avalanche warning systems using forecasts and
predictions have existed for many years. Forecasts
are used in the day-to-day management of winter
sports facilities whilst predictions aid long-term

land zoning. Avalanche forecasting involves the
testing of the stability of snow tests, with an
emphasis on the detection of weak layers. The
results are evaluated in conjunction with weather
